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Lifshitz phase transitions in the ferromagnetic regime of the Kondo lattice model
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We establish the low-temperature phase diagrams of the spin-1/2 and spin-1 Kondo lattice models as a function
of the conduction-band filling n and the exchange coupling strength J in the regime of ferromagnetic effective
exchange interactions (n � 0.5, J/D � 2). We show that both models have several distinct ferromagnetic phases
separated by continuous Lifshitz transitions of the Fermi-pocket vanishing or emergence type: one of the phases
has a true gap in the minority band (half metal with magnetization rigidity), the others only a pseudogap. The
spin-1/2 model has the half-metal phase, two topologically different pseudogap phases, and a paramagnetic state
for very large J . The spin-1 model has the half-metal phase and a single pseudogap phase with an electron
pocket. We find that, quite generically, ferromagnetism and Kondo screening coexist rather than compete both
in spin-1/2 and spin-1 models. We establish the hysteretic behavior of the systems in an external magnetic field:
spin-flop transitions preempt further Lifshitz transitions at finite magnetic field. We establish a “ferromagnetic
Doniach diagram”: in the spin-1/2 model the Curie temperature peaks near J/D ≈ 1.2 and goes to zero, while
in the spin-1 model it saturates.
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I. INTRODUCTION

Materials with competing interactions, such as many lan-
thanide and actinide compounds known as the heavy-fermion
compounds, have complex low-temperature phase diagrams
with different ground states.1–6 The Kondo lattice model
(KLM)7–9 describes a conduction band of itinerant electrons
and a lattice of local moments on f shells, coupled at each
site by an antiferromagnetic exchange interaction J . For large
J , the moments are screened. The resulting paramagnetic
state has Fermi-liquid properties with strongly renormalized
parameters. For small J , the conduction-band electrons are
carriers of long-range magnetic interactions and the moments
order. The two regimes are separated by a quantum phase
transition at critical J ∗, as described by the Doniach diagram,10

originally proposed to describe the unexpectedly weak antifer-
romagnetic behavior of some cerium compounds. While the
Kondo temperature is an exponentially increasing function
of J , TK ∝ exp(−1/ρJ ), the Néel temperature increases at
first quadratically with J , but then it peaks and decreases
to zero at J ∗ as the Kondo screening takes over. Here ρ is
the unrenormalized conduction-band density of states at the
Fermi level. The simplest version of the KLM with spin-1/2
moments indeed has an antiferromagnetic (AFM) ground state
(Néel order) for small J near half filling.11,12 The nature of the
phase transition at J ∗ has been investigated using a variety of
methods, the most accurate of which confirm that the transition
is second order (quantum critical) and indicate that it involves a
change of the Fermi surface topology.13–15 In the spin-1 KLM,
there is no phase transition at half filling and the AFM phase
extends to large values of J .

While most cerium compounds show AFM order,
some are ferromagnetic (FM): CeRu2Ge2,16 CeIn2,17,18

and CeRu2Al2B.19 A number of uranium and neptunium
heavy-fermion materials are also FM: UTe,20 UCu0.9Sb2,21

UCo0.5Sb2,22 NpNiSi2,23 Np2PdGa3,24 and UCu2Si2.25 In
addition, there are strong indications of robust coexistence of
the Kondo effect and ferromagnetism, in particular in U com-
pounds. In Refs. 25–29 it has been proposed that an appropriate

minimal model for this behavior is the spin-1 version of the
KLM, where in the mean-field picture the conduction-band
electrons underscreen the local moments, while the residual
moments order ferromagnetically. FM order appears for low
and moderate electron filling n in the conduction band,
n � 0.5.26,30–33 Mean-field analysis predicts two phases: for
small J the stable phase is a FM regular metal, while for large J

there is a transition to a FM heavy metal. Dynamical mean-field
theory (DMFT) calculations demonstrated that the spin-1/2
KLM also has a FM order coexisting with (incomplete) Kondo
screening.34 Furthermore, this phase is a half metal with
gapped minority-spin band, and a commensurability condition
relates the magnetization to filling n34 due to completely filled
minority-spin lower band.35,36 A recent mean-field analysis of
the spin-1/2 model suggested the presence of several different
ferromagnetic phases.37 So far, however, a single FM phase
has been identified in the DMFT calculations.32,33

These findings open a number of questions: What is the
relationship between ferromagnetism and Kondo screening:
Do they compete or coexist? If there is some degree of
competition, how does it manifest? What is the minimal model
for studying these effects, spin-1/2 or spin-1 KLM? Is there
a quantum phase transition between different FM states also
in the spin-1/2 model? What is the nature of these transitions
and what are their experimental signatures? Finally, which
aspects of the static mean-field analysis38 are correct and
which must be revised in more accurate dynamical treatment?
To answer these questions we have performed extensive
DMFT39 calculations using the numerical renormalization
group (NRG) as the impurity solver,40–45 as well as static
mean-field calculations for both models.38

II. MODEL AND METHOD

We consider the Kondo lattice model

H =
∑
kσ

(εk − μ)c†kσ ckσ + J
∑

i

si · Si , (1)
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which describes a single-orbital conduction band with disper-
sion ω = εk , and a lattice of local moments described by the
spin-S operators Si ; si is the conduction-band spin-density at
site i, and J is the antiferromagnetic Kondo exchange coupling
(J > 0). We focus on the Bethe lattice that has a semicircular
density of states with bandwidth 2D, but the results are generic.

A. Static mean-field theory

The static mean-field approach to interacting models
consists of splitting the interaction part of the Hamiltonian (i.e.,
the quartic terms) as AB ≈ A〈B〉 + 〈A〉B − 〈A〉〈B〉, where
A and B are quadratic in creation and annihilation operators.
The spin-1/2 Kondo lattice model has been studied using this
approach in a number of works.36,46,47 They have proposed the
following decoupling of the S · s coupling term:

s · S = (
1
2c†σc

) · (
1
2f †σf

) = −3/4χ0†χ0 + 1/4χ † · χ , (2)

where

χμ = 1√
2

∑
α,β

f †
ασ

μ
αβcβ. (3)

Here c,f are annihilation operators for itinerant and localized
electrons, respectively, and the spin indexes α and β range
over spin up and down. The index μ ranges over 0,1,2,3; the
operator σ 0 is the identity, while other σ i are the Pauli matrices.
These operators are complete in the spin sector 1/2 ⊗ 1/2 =
1 ⊕ 0.

We find that the exchange term in the spin-1 Kondo lattice
model, where S is spin-1 operator, can be decomposed as

s · S = −
2∑

i=1

χ
†
d,iχd,i + (1/2)

4∑
i=1

χ
†
q,iχq,i , (4)

where χd,i(χq,j ) are the doublet (i = 1,2) and the quadruplet
(j = 1,2,3,4) sets of operators under the spin SU(2) symmetry,
namely,

χd,1 = −
√

1/3c
†
↓f0 −

√
2/3c

†
↑f1,

χd,2 =
√

2/3c
†
↓f−1 +

√
1/3c

†
↑f0,

χq,1 = −c
†
↑f−1,

(5)
χq,2 = −

√
1/3c

†
↓f−1 +

√
2/3c

†
↑f0,

χq,3 =
√

2/3c
†
↓f0 −

√
1/3c

†
↑f1,

χq,4 = −c
†
↓f1.

After this decoupling, the standard mean-field analysis is per-
formed, the details of which are described in the Supplemental
Material.38

B. Dynamical mean-field theory

The DMFT is exact in the limit of infinite dimensions and
is a good approximation in finite dimensions for problems
where the interactions are local and spatial fluctuations may
be neglected.39 Compared to the static mean-field analysis, the
DMFT correctly takes into account local quantum fluctuations
and the Kondo physics. The spatial correlations are, however,
still treated at the static mean-field level.

The impurity solver used in this work, the NRG (numerical
renormalization group), can handle problems at arbitrarily low
temperatures and has good spectral resolution for dynamic
quantities calculated directly on the real-frequency axis.
Recent comparisons of DMFT calculations using the exact
(up to stochastic noise) continuous-time quantum Monte Carlo
simulations and using the NRG have established that the results
agree to high degree in the regime where comparisons can be
made.48

III. RESULTS

A. Phase diagrams

In Fig. 1 we present the main result of this work: the phase
diagrams of the spin-1/2 and spin-1 KLM as a function of n

and J . For both spins we find several different ferromagnetic
phases. Phase A corresponds to the ferromagnetic half-metal
phase described by Peters et al.34 The corresponding spin-
resolved spectral functions for the S = 1 model are shown in
Fig. 2, top panel. The minority spin band is gapped,34 while
the majority band exhibits the weak hybridization pseudogap
characteristic of the Kondo lattice systems.50,51 Phase B at
small J is not gapped, but there is a pronounced pseudogap
just below the Fermi level in the minority band, Fig. 2,
bottom panel. The spectral functions for the S = 1/2 model are
qualitatively the same. The spectra thus suggest the occurrence
of a Lifshitz transition at J ∗: there is no change in the
symmetry, but the Fermi surface of the minority band shrinks
to a point and disappears as one goes from phase B to A. We
emphasize that the two phases exist both for spin-1/2 and for
spin-1 models and have similar properties; clearly, within the
DMFT, the value of the spin does not play a crucial role in the
BA transition. J ∗ is a nonmonotonic function of n that peaks at
n ∼ 0.2 and n ∼ 0.25, respectively. Near n ∼ 0.4 we observe
change of behavior in the small-J phase. For S = 1/2 KLM,
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FIG. 1. (Color online) Phase diagrams of spin-1/2 and spin-1
Kondo lattice models for n < 0.5. Phase A is a ferromagnetic half-
metal phase with strong Kondo effect where the minority band is
gapped. Phases B and B′ are itinerant ferromagnetic phases with
a pseudogap. Phase C for the spin-1/2 model indicates the region
with charge order (Ref. 49). For very small n, the calculations fail to
converge.
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FIG. 2. (Color online) Spin-resolved conduction-band local spec-
tral functions Ac,σ for the spin-1 KLM in the ferromagnetic half-metal
phase (A) and in the itinerant ferromagnetic phase (B). The arrow
indicates the main effect of decreasing interaction J : the lower edge
of the upper hybridized band shifts to lower frequencies. The left
insets in both panels show the f -level spectral functions Af,σ defined
through the imaginary part of the scattering T matrix. The right inset
in the upper panel shows the spectral functions in the full frequency
interval.

this is the parameter regime where charge order occurs,33,49

but it is not allowed for in our calculations.
In Fig. 3 we plot the magnetization and the quasiparticle

renormalization factor

Zσ =
[

1 − ∂

∂ω

σ (ω)

∣∣∣∣
ω=μ

]−1

(6)

as a function of J across the BA transition. The frozen
magnetization in phase A is given by a generalization of the
spin-1/2 KLM result from Refs. 34–36:

mS = (2S − n)/2. (7)

At transition, the magnetization is continuous with a change of
slope in mf . This is in disagreement with the static mean-field
analysis for S = 1 which predicts a jump.27 The factors Zσ

for both spin orientations are continuous and finite across
the transition (in the minority band of phase A there are no
quasiparticles, but Zσ can formally still be defined). There
is thus no criticality in this spin-selective metal-insulator
transition, which may be identified as a continuous Lifshitz
transition of the Fermi-pocket vanishing type.35,36,52–55 The
Fermi surface topology is continuous with no reorganization.
Deep in the phase A, the majority electrons become weakly
correlated (Z has a value of order 0.5).

For very large J , in the spin-1/2 model (but not for spin-1)
there is another Lifshitz transition to a non-gapped phase56
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FIG. 3. (Color online) Total, conduction-band c-level, and lo-
calized f -level magnetizations (top panels) and the spin-dependent
quasiparticle renormalization factors Zσ (bottom panels) across
the phase transition, indicated by the vertical dashed lines. The
magnetization is here defined as the expectation value of the spin
operator without the −gμB factor: mf = 〈Sz〉, mc = (n↑ − n↓)/2,
and mtotal = mf + mc. In the plots, mtotal and mf are shifted by mS

defined in Eq. (7).

that we denote as B′. While in the BA transition the chemical
potential is located at the bottom of the upper hybridized band,
in the AB′ transition the chemical potential is located at the
top of the lower hybridized band at the transition point. In
other words, while BA corresponds to the vanishing of the
electron pocket, AB′ corresponds to the emergence of the
hole pocket. For even larger J , the system eventually becomes
paramagnetic (for n = 0.3 at J/D = 3.4).

The static mean-field theory for S = 1/2 also predicts
distinct phases37,38 which roughly correspond to B, A, and
B′. The exact treatment of quantum fluctuations in DMFT
leads, however, to a number of differences: (i) The small-J
phase B is not pure ferromagnetic, but there is a coexistence
with the Kondo effect. In the static MF treatment only a
pure ferromagnetic solution is stable, and the phase transition
from the corresponding phases A to B is of the first order;54

for details see the Supplemental Material.38 (ii) The Lifshitz
transitions are all continuous: there are no jumps in any of the
results. (iii) Deep inside phases B and B′ there are pseudogaps
rather than gaps. This is due to the nonzero imaginary part
of the self-energy in DMFT, i.e., due to correlation effects.
The most surprising outcome of the DMFT calculations is,
in fact, the gradual emergence of true gaps from pseudogaps
as the gapped phase A is approached from B or from B′,
while the static MF results are closer to the rigid-band
picture.

We note that the phases B and B′ are not continuously
connected, but separated by two topological Lifshitz phase
transitions. The Lifshitz transitions have been intensely studied
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in the context of metamagnetism in the paramagnetic phase
of the Kondo lattice systems exposed to a strong external
magnetic field,35,36,54,55 where with increasing field the pseu-
dogap in the PM phase of the KLM becomes a gap for the
minority band, while the majority band remains gapless. From
the continuity of numerical results it can be established that
the low-field phase is topologically equivalent to type B′ and
the strong-field gapped phase to type A, while for extremely
large fields the systems ends up in a state of type B. More
detailed analysis is in progress.

Does the existence of multiple phases indicate a competi-
tion between the exchange interaction and the Kondo effect?
Some degree of antagonism is suggested by the fact that the
f -shell magnetization mf has a minimum at the BA Lifshitz
point where both tendencies are expected to be equally strong
and, furthermore, it could be argued that mf increases with J in
phase A only because Kondo screening is rendered incomplete
by the opening and widening of the gap. Nevertheless, this
competition does not imply mutual exclusion, and most results
rather support the notion of robust coexistence.

B. Magnetization curves and thermodynamics

Experimentally the phases can be distinguished by their
magnetization curves. In phase A, mtotal remains pinned to mS

for a finite range of the field strength, while in phase B the
susceptibility dM/dB near zero field is finite; see Fig. 4. For
a sufficiently strong field, a gap opens in the minority band in
phase B, too. This effect can be understood within a rigid-band
picture, which holds to a first (very rough) approximation. For a
very strong field, the magnetization is reoriented in a first-order
spin-flop transition which preempts another Lifshitz transition.

In Fig. 5 we plot the temperature dependence of key
thermodynamic and transport properties in phases A and B.
We find that the magnetization in phase B remains essentially
pinned at mS until T becomes of the order of the gap, while it
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� is the transport integral. The heat capacity curve was obtained by
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the total energy.

has a finite temperature derivative at T = 0 in phase A. This
difference is, however, small. The resistance ρ increases in
both phases up to the Curie temperature Tc, then it decreases
approximately as a power-law T −0.3, not logarithmically. The
heat capacity c has a jump discontinuity at Tc. Similar features
are indeed observed experimentally, for example in Refs. 19,22
and 23, although the simple KLM does not capture the full
complexity of real materials.

C. Ferromagnetic Doniach diagram

We summarize the behavior of both Kondo lattice models
in the form of a “ferromagnetic Doniach diagram” in Fig. 6.
We plot the Kondo temperature for a single-impurity model
with flat band (which does not depend on the impurity
spin57) and the Curie temperature TC for each model. The
Curie temperature has no observable feature at the Lif-
shitz transition points J ∗. Apart from the (approximately)
factor-of-2 difference, there is no difference in TC of spin-1/2
and spin-1 models for small J . At large J , spin-1/2 model first
goes into the B′ phase and then becomes paramagnetic. The
spin-1 model remains ferromagnetic in the large J limit. This
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FIG. 6. (Color online) “Ferromagnetic Doniach diagram” for
spin-1/2 and spin-1 Kondo lattice models.
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is similar to the behavior of the AFM phases of both models
at half filling.

IV. CONCLUSION

We conclude by answering the questions raised in the
introduction. There is no Kondo breakdown and no criticality,
but rather a continuous filling of the lower minority band and
the disappearance of the electron pockets (and the emergence
of hole pockets in the spin-1/2 model for large J ). We
find robust coexistence of FM order and Kondo screening
in all phases, for both spins. Kondo underscreening does
not need to be invoked to explain the magnetic ordering.

Both models have qualitatively the same phase diagram for
physically most relevant small J . The Lifshitz transitions are
observable in the temperature and magnetic-field dependence
of the magnetization. The static mean-field appears to be valid
at the qualitative level; however, to properly describe the real
nature of ferromagnetic phases and transitions it is necessary to
take into account dynamic effects, as in the DMFT treatment.
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