Transport and optical conductivity in the Hubbard model: A high-temperature expansion perspective
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We derive analytical expressions for the spectral moments of the dynamical response functions of the Hubbard model using the high-temperature series expansion. We consider generic dimension $d$ as well as the infinite-$d$ limit, arbitrary electron density $n$, and both finite and infinite repulsion $U$. We use moment-reconstruction methods to obtain the one-electron spectral function, the self-energy, and the optical conductivity. They are all smooth functions at high temperature and, at large $U$, they are featureless with characteristic widths of the order of the lattice hopping parameter $t$. In the infinite-$d$ limit, we compare the series expansion results with accurate numerical renormalization group and interaction expansion quantum Monte Carlo results. We find excellent agreement down to surprisingly low temperatures, throughout most of the bad-metal regime, which applies for $T \gtrsim (1 - n)D$, the Brinkman-Rice scale. The resistivity increases linearly in $T$ at high temperature without saturation. This results from the $1/T$ behavior of the compressibility or kinetic energy, which play the role of the effective carrier number. In contrast, the scattering time (or diffusion constant) saturates at high $T$. We find that $\sigma(n,T) \approx (1 - n)\sigma(n=0,T)$ to a very good approximation for all $n$, with $\sigma(n=0,T) \propto t^2/T$ at high temperatures. The saturation at small $n$ occurs due to a compensation between the density dependence of the effective number of carriers and that of the scattering time. The $T$ dependence of the resistivity displays a kneelike feature which signals a crossover to the intermediate-temperature regime where the diffusion constant (or scattering time) starts increasing with decreasing $T$. At high temperatures, the thermopower obeys the Heikes formula, while the Wiedemann-Franz law is violated with the Lorenz number vanishing as $1/T^2$. The relevance of our calculations to experiments probing high-temperature transport in materials with strong electronic correlations or ultracold atomic gases in an optical lattice is briefly discussed.
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I. INTRODUCTION

Electronic transport is one of the most poorly understood properties of strongly-correlated electron systems. A universally observed characteristic is the absence of resistivity saturation [1]. In contrast to systems dominated by the electron-phonon coupling [1–4], most correlated systems are “bad metals” at high temperature [5,6]. Their resistivity exceeds the value that corresponds in the Drude-Boltzmann picture to a mean-free path $l$ of the order of the lattice spacing ($k_F l \approx 1$). This characteristic Mott-Ioffe-Regel (MIR) resistivity $\rho_{\text{MIR}}$ (typically of the order of 100–300 $\mu\Omega \text{cm}$ in oxides) is smoothly crossed at high temperature and the resistivity remains metallic-like with $d\rho/dT > 0$.

Early discussions in the context of underdoped cuprate superconductors extrapolated the bad-metal behavior at high temperatures to a low-temperature state that is an unusual metal without quasiparticles [5]. While the situation remains controversial for cuprates [7,8], there is ample evidence that other transition metal oxides, which are bad metals at high temperature do become good Fermi liquids at low temperatures, the best characterized case being Sr$_2$RuO$_4$ [9,10].

The bad-metal behavior and its implications for optical spectroscopy and photoemission have been discussed by Deng et al. [11] within the dynamical mean-field theory (DMFT [12]) (see also Refs. [13,14]). It was demonstrated that quasiparticle excitations disappear only at temperatures well above the low-temperature Fermi liquid scale $T_{\text{FL}}$ below which the resistivity is quadratic in temperature. For the large-$U$ doped Hubbard model, the scale at which the MIR value is reached was identified as the Brinkman-Rice scale, of order $(1 - n)D \gg T_{\text{FL}}$ with $1 - n$ the doping level counted from half-filling and $D$ the (half-)bandwidth. The asymptotic high-temperature state was not, however, fully characterized in that work (for an early study of high-$T$ transport within DMFT, see Refs. [15,16]). Vučičević et al. [17], also working within the DMFT framework, proposed a connection between bad metallic behavior and Mott quantum criticality and argued that the temperature at which the MIR value is reached coincides with the quantum Widom line associated with the metal-insulator transition occurring at low temperatures. Recently, incoherent transport within the bad-metal regime became the subject of renewed attention in the context of “holographic” approaches to hydrodynamics and transport in quantum fluids, see, e.g., Ref. [18] for reviews and Refs. [19,20] for a recent discussion of the incoherent regime of transport in this framework.

In this paper, we address these issues, and more generally the behavior of transport and response functions, from a high-temperature perspective. We setup a general formalism...
for the high-temperature expansion of single-particle Green’s functions and two-particle response functions and apply this formalism to the Hubbard model. The presented formalism allows for the analytical evaluation of moments of these correlation functions and allows us to make general statements on the behavior of transport and optical conductivity in the high-temperature bad-metal regime, which shed light on transport mechanisms in this regime. High-temperature series for thermodynamic properties of the Hubbard model have been developed and applied by several authors [21–28], but remarkably little previous work has been devoted to high-temperature series for dynamical response functions and transport [29]. In Ref. [30], the high-temperature series was applied to high orders to the single-particle spectral function of the two-dimensional infinite-U Hubbard model. In Ref. [31], the results were compared favorably to the “extremely correlated Fermi liquid” (ECFL) theory [32–34] for the t-J model. This method may also have applications to understanding the conductivity in models that display many-body localization [35,36].

In the limit of infinite dimensions, we are able to obtain quantitative results, using moment-reconstruction methods, for the resistivity, thermal transport coefficients and frequency dependence of the optical conductivity of the $U = \infty$ Hubbard model. These results are successfully compared to solutions of the DMFT equations using the numerical renormalization-group method.

This article presents the formalism and its applications in details. In order to facilitate its reading, we provide in Sec. II an overview of its organization and of the main results.

II. OVERVIEW OF MAIN RESULTS AND OUTLINE

A. General formalism for high-temperature expansion of dynamic correlations

This paper is based on a general formalism for expanding correlation functions as a series in inverse powers of temperature. The general formula for the spectral density $\chi_{0,0}^\nu(\vec{k},\omega)$ associated with the correlation function of a two-particle operator $\hat{O}_f$ reads, when $\hat{O}_f(t)$ is dimensionless:

$$\frac{1}{\omega}\chi_{0,0}^\nu(\vec{k},\omega) = \frac{1}{t^2} \sum_{i=1}^{\infty} \left( \frac{i}{T} \right)^i f^{(i)}(\vec{k}, \frac{\omega}{T}).$$

In this expression, $t$ is an energy scale, which can be conveniently chosen to be the hopping amplitude from the noninteracting part of the Hamiltonian. Unless specified otherwise we set $k_B = \hbar = 1$. The $f^{(i)}$’s are dimensionless functions of momentum and normalized frequency. For the $U = \infty$ Hubbard model, they depend solely on the density $n$, while for the finite-$U$ model, they also depend on the dimensionless coupling $U/t$. The full frequency dependence of the functions $f^{(i)}$ cannot be derived in general from a high-temperature series approach, reflecting the fact that the low-frequency long-time regime $\omega < T$ is not directly accessible in this framework. Instead, we derive in Sec. III a general formula for the moments of these functions, namely, $\int d\omega \omega^{2n} f^{(i)}(\vec{k}, \omega)$. Note that being a bosonic correlator, $\chi_{0,0}(\vec{k},\omega)/\omega$ is an even function of frequency, and therefore odd moments are zero. For cases where enough moments can be calculated, we will attempt to approximately reconstruct the frequency-dependence of $f^{(i)}(\vec{k}, \omega)$.

The expression of the moments is obtained at a fixed value of the electron density, which is defined per site as $n \equiv \langle \sum_{\sigma} c_{\sigma}^\dagger c_{\sigma} \rangle$ ($n = 1$ at half-filling). The chemical potential has a high-temperature expansion:

$$\mu = T \sum_{i=0}^{\infty} \left( \frac{i}{T} \right)^i \tilde{\mu}^{(i)}.$$  \hspace{1cm} (2)

Since $\mu \propto T$ at high temperatures,

$$\tilde{\mu} \equiv \mu/T$$ \hspace{1cm} (3)

has a finite high-$T$ limit. The dominant term $\tilde{\mu}^{(0)}$ is given by the atomic limit. For $U = \infty$, it reads

$$\tilde{\mu}^{(0)} = \lim_{T \to \infty} \mu/T = \ln \frac{n}{2(1-n)},$$ \hspace{1cm} (4)

while for finite $U$ it is

$$\tilde{\mu}^{(0)} = \ln \frac{n}{2 - n}. \hspace{1cm} (5)$$

A similar high-$T$ expansion can be performed for the single-particle Green’s function and self-energy. The expansion applies for $\omega$ in the vicinity of $-\mu = -T \tilde{\mu}$ and has the general form

$$\rho_G(\vec{k}, -\mu + \delta \omega) = \frac{1}{T} \sum_{i=0}^{\infty} \left( \frac{i}{T} \right)^i g_i^{(i)}(\vec{k}, \frac{\delta \omega}{T})$$

and

$$\rho_G(\vec{k}, -\mu + \delta \omega) = \frac{1}{T} \sum_{i=0}^{\infty} \left( \frac{i}{T} \right)^i h_i^{(i)}(\vec{k}, \frac{\delta \omega}{T}).$$ \hspace{1cm} (6)

In this expression, $\rho_G(\vec{k}, \omega) \equiv -\text{Im} G(\vec{k}, \omega + i0^+)/\pi$ and $\rho_G(\vec{k}, \omega) \equiv -\text{Im} \Sigma(\vec{k}, \omega + i0^+)/\pi$ are the spectral functions associated with the Green’s function and self-energy, respectively. In Sec. III, we derive a general expression for the moments $\int dx x^n g_i^{(i)}(\vec{k}, x)$, from which the moments of $h_i^{(i)}$ can also be obtained. The spectral functions $\rho_G$ and $\rho_G$ have a nontrivial frequency dependence at $T = \infty$, given by $g_0^{(0)}$ and $h_0^{(0)}$. Hence the lower and upper Hubbard bands in the single-particle spectrum have a nontrivial shape and a finite width in this limit and do not simply reduce to the atomic limit, as previously pointed out by Palsson and Kotliar [15,16].

Using these general formulas, we have derived explicit analytical expressions for several moments of the current-current correlation function (conductivity) $\sigma(\omega)$, $\rho_G$, and $\rho_G$. In the limit of infinite dimensions, we managed to derive a larger number of moments, allowing for approximate reconstruction of some of the dynamical correlation functions and comparison to numerical solutions of the DMFT equations (Sec. VIII). A summary of the moments calculated is given in Table I.

B. High-temperature transport and optical conductivity for $U = \infty$: general results

In Sec. V, we show, using an inspection of the general formalism and some simplifications applying at $U = \infty$, that the high-temperature expansion for the optical conductivity
TABLE I. The moments calculated in the present work for various models and quantities.

<table>
<thead>
<tr>
<th>Quantity H</th>
<th>Lattice</th>
<th>Dimension</th>
<th>U</th>
<th>Highest moment</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\rho_0(k, \omega))</td>
<td>hypercubic</td>
<td>d</td>
<td>infinite</td>
<td>4</td>
</tr>
<tr>
<td>(\rho_0(k, \omega))</td>
<td>hypercubic</td>
<td>infinite</td>
<td>infinite</td>
<td>9</td>
</tr>
<tr>
<td>(\rho_0(k, \omega))</td>
<td>Bethe</td>
<td>infinite</td>
<td>infinite</td>
<td>9</td>
</tr>
<tr>
<td>(\rho_0(k, \omega))</td>
<td>hypercubic</td>
<td>d</td>
<td>finite</td>
<td>2</td>
</tr>
<tr>
<td>(\rho_0(\omega))</td>
<td>hypercubic</td>
<td>infinite</td>
<td>infinite</td>
<td>7</td>
</tr>
<tr>
<td>(\rho_0(\omega))</td>
<td>Bethe</td>
<td>infinite</td>
<td>infinite</td>
<td>7</td>
</tr>
<tr>
<td>(\sigma(\omega))</td>
<td>hypercubic</td>
<td>d</td>
<td>infinite</td>
<td>2</td>
</tr>
<tr>
<td>(\sigma(\omega))</td>
<td>hypercubic</td>
<td>d</td>
<td>finite</td>
<td>0</td>
</tr>
<tr>
<td>(\sigma(\omega))</td>
<td>hypercubic</td>
<td>infinite</td>
<td>infinite</td>
<td>8</td>
</tr>
</tbody>
</table>

takes in this case the following form:

\[
\frac{\sigma(\omega)}{\sigma_0} = (1 - n) \frac{T}{T} \sigma^{(1)}(\omega) + (1 - n) \frac{T^3}{T^3} \sigma^{(3)}(\omega) + \ldots.
\]  
(7)

In this expression, \(\sigma_0\) can be taken to be of order \(\sigma_0 = a^{2-d} \varepsilon^2 / \hbar\), with \(a\) a lattice spacing (corresponding in a quasi-twodimensional system to a sheet resistance of one quantum per plaquette). In the proximity of a Mott insulator (i.e., for small doping), it becomes equivalent to the Mott-Ioffe-Regel (MIR) value of the conductivity. In the rest of the paper, we work in a system of units in which \(e = a = 1\), i.e., we normalize the conductivity to \(\sigma_0\).

This expression calls for the following remarks. (1) In the \(U = \infty\) limit, the general expression (1) simplifies and only odd powers of \(n\) remain. (2) The optical conductivity in the high-\(T\) incoherent regime at \(U = \infty\) is a smooth featureless function of frequency involving only the scale \(t\). (3) The functions \(\sigma^{(1)}\) are dimensionless and depend only on density \(n\). We provide in Sec. V B analytical expressions of the zeroth moments of \(\sigma^{(1)}\) and \(\sigma^{(3)}\), as well as the second moment of \(\sigma^{(1)}\), on a d-dimensional cubic lattice. Due to the \(f\)-sum rule [37–41], the zeroth moments are simply related to the corresponding high-\(T\) expansion of the kinetic energy [3].

(4) The functions \(\sigma^{(1)}\) have nonsingular behavior (i.e., do not vanish) in the \(n \rightarrow 1\) limit of a half-filled band. Expression (7) is written in a way that captures the dominant singularities in \(1 - n\) as the Mott insulator at \(n = 1\) is approached. In this limit, the conductivity vanishes, as expected. (5) In the \(n \rightarrow 0\) (empty band) limit, we find that the zeroth moment of the optical conductivity vanishes linearly in \(n\), while the higher order moments vanish quadratically in \(n\). This has consequences for \(dc\) transport that will be summarized below.

Hence the \(dc\) resistivity has the general expression for \(T \ll U = \infty\):

\[
\frac{\rho}{\rho_0} = \frac{T}{(1 - n)T} \left[ \tilde{c}_1(n) + \left( \frac{T}{T} \right)^2 \tilde{c}_3(n) + \ldots \right],
\]  
(8)

where \(\rho_0 \equiv 1 / \sigma_0\), and the \(\tilde{c}_i\)’s are dimensionless coefficients depending on density, but which are nonsingular in the \(n \rightarrow 1\) limit, and in the case of \(\tilde{c}_1\) in the \(n \rightarrow 0\) limit as well. Based on these general expressions, we can draw the following physical conclusions. (1) The resistivity at high-\(T\) has a linear dependence on temperature, with a slope that diverges as the Mott insulator is approached, \(n \rightarrow 1\). (2) In contrast, the slope of the \(T\)-linear \(dc\) resistivity reaches a finite value as \(n \rightarrow 0\) (i.e., at a fixed \(T\), the resistivity saturates in the low-density limit). We show that this surprising result can be interpreted as a compensation between the density dependence of the effective number of carriers and that of the scattering time. Furthermore, we find that to a very good approximation (see Figs. 9 and 11),

\[
\rho(n) \approx \rho(n = 0) \frac{1}{1 - n}, \quad (9)
\]

thus the saturated \(n \rightarrow 0\) resistivity sets the overall size of the diverging \(n \rightarrow 1\) resistivity. This is the case not only in the asymptotic \(T \gg W\) limit (\(W\) being the bare bandwidth), but even in the experimentally relevant temperature range \(T \lesssim W\).

(3) The first deviations from linearity, as \(T\) is reduced, occur for \(T^* \sim t \sqrt{\left| e^2 / \hbar c^2 \right|}\), of order \(t\). At that scale, the resistivity is of order \(\rho_0/(1 - n)\). Hence, close to the Mott insulator, the first deviations from linearity occur at a scale where the resistivity is still much larger than the Mott-Ioffe-Regel limit, i.e., well into the “bad-metal” regime. (4) This is consistent with the observation made in Ref. [11], that the scale at which the MIR limit is reached is the Brinkman-Rice scale \(T_{BR} \sim (1 - n) T^* \ll T^*\).

These properties of the resistivity can be rationalized by noting that the dominant \(T\)-dependence at high temperature is entirely controlled by that of the effective carrier number. To see this, we can use either of the following expressions for the conductivity:

\[
\sigma = e^2 \kappa D, \quad \kappa \equiv \frac{\partial n}{\partial \mu}, \quad (10)
\]

\[
\sigma = \frac{\omega_p^2}{4\pi} \tau_{tr}, \quad \omega_p^2 = 4 \int_{-\infty}^\infty \sigma(\omega) d\omega = 4 \pi \frac{\sigma_0}{d} \frac{(-E_K)}{\hbar}. \quad (11)
\]

In the first expression, \(\kappa = \partial n / \partial \mu\) is the electronic compressibility and \(D\) the diffusion constant defined from Fick’s law \(\vec{j}_n = -D \nabla n\). Combining the latter with \(\nabla n = \kappa \nabla \mu\) yields the above expression for \(\sigma\), which expresses the Einstein relation [19,42]. The second expression, closer in spirit to the standard analysis of the conductivity [43,44] and the Drude formula for the complex conductivity \(\sigma(\omega) = \omega_p^2 / 4\pi \times (-i\omega + 1/\tau_{tr})^{-1}\), relies on the fact that the integrated spectral weight of the optical conductivity is proportional to the kinetic energy \(E_K\) (\(f\)-sum rule [37–41]). Note that for \(U = \infty\), all the spectral weight is contained in an energy range of order the bandwidth.
The compressibility and kinetic energy have, up to prefactors, the same high-$T$ expansion:

$$
\kappa = \frac{n(1-n)}{T} + \cdots, \quad E_K = -n(1-n)\frac{2d^2}{T} + \cdots.
$$

(13)

Hence the $T$-linear behavior of the resistivity at high $T$ is directly related to the vanishing of the compressibility $\kappa$ or $E_K$, as pointed out by Calandra and Gunnarsson [3]. In contrast, the diffusion constant and the transport scattering rate both reach a finite limit as $T \to \infty$. It is in that sense that one can talk of “saturation” at high temperature [42]. Furthermore, the divergence of the slope of the $T$-linear resistivity upon approaching the Mott insulator at $n = 1$ is also captured by the vanishing of $\kappa$ or $E_K$. Note that, in contrast, in the low-density limit both the diffusion constant and the scattering time diverge as $1/n$ in order to ensure that this slope approaches a finite value. Putting things together, we find that $\sigma(n,T) \sim \sigma(0,T)/(1-n)$, where $\sigma(0,T)/\sigma_0 \propto t/T$ at high temperatures. This formula is surprising and works for all densities between $n = 0$ and 1. This is a characteristic of the high-temperature (bad-metal) regime $T \gtrsim T_{BR}$.

In Sec. IX, we address the high-$T$ expansion of the thermal conductivity and thermoelectric Seebeck coefficient. The latter reaches at high-$T$ the value given by Heikes formula. We show furthermore that the Wiedemann-Franz law does not apply at high-temperature, and that the Lorenz number vanishes as $1/T^2$.

C. High-temperature transport and optical conductivity for $U = \infty$ in large dimensions and DMFT

In Sec. VII, we consider the infinite-$U$ Hubbard model in the limit of large dimensions. In this limit, the self-energy becomes momentum-independent:

$$
\rho_{\Sigma}(-\mu + \delta \omega) = D \sum_{i=0}^{\infty} \left( \frac{D}{T} \right)^i h^{(i)}(\frac{\delta \omega}{D}).
$$

(14)

where the half-bandwidth $D \propto t \sqrt{d}$ is kept finite. The functions $h^{(i)}(\frac{\delta \omega}{D})$ are shown to be even (odd) in $\delta \omega$ for $i$ even (odd). In addition, all moments of $\rho_{\Sigma}(-\mu + \delta \omega)$ with respect to (w.r.t) to $\delta \omega$ vanish linearly in $n$ as $n \to 0$. However, only the odd moments vanish linearly in $(1-n)$ as $n \to 1$. In the finite-dimensional case, all moments continue to vanish linearly in $n$ as $n \to 0$, while none of the moments vanish as $n \to 1$.

In this limit, we are able to calculate a larger number of moments (see Table I) for both the optical conductivity and the self-energy. This allows us to reconstruct explicitly these correlation functions using two complementary reconstruction methods, the maximum entropy method (MEM) and Mori’s relaxation function approach for the optical conductivity. The latter can also be obtained from the reconstructed self-energy, using the fact that vertex corrections vanish in infinite dimensions [45] so that only a bubble graph involving the convolution of two one-particle Green’s functions has to be evaluated [see Eq. (96)].

Furthermore, we obtained full numerical calculations of real-frequency correlation functions (self-energy and optical conductivity) by solving the DMFT equations using a numerical renormalization-group algorithm (NRG), and compare the results to the analytical high-$T$ expansion in Sec. VIII. In order to reach this goal, we had to take special care in adapting the current NRG codes, using a very narrow kernel for the broadening of raw spectral data into a continuous spectral function on the real-frequency axis. This leads to severe underbroadening of spectral function and oscillatory artifacts, however integrated quantities such as optical and dc conductivity converge with the decreasing kernel width to the exact high-temperature results.

An example of such a comparison for the optical conductivity is displayed in Fig. 1. The shape of the optical conductivity displayed there confirms the qualitative points made above, and the agreement between the DMFT-NRG results and the high-$T$ expansion is seen to be excellent.

Using moment reconstruction methods, we were also able to calculate both the leading and subleading coefficients $\tilde{c}_1(n)$, $\tilde{c}_2(n)$, and $\tilde{c}_3(n)$ in the high-temperature expansion Eq. (8) of the dc resistivity. The resulting high-$T$ approximation to the resistivity is compared to the DMFT-NRG results in Fig. 2, for several densities. Remarkably, the series reproduces the NRG curves for $T/D > 0.3$, i.e., essentially throughout the bad-metal regime, well below its a priori range of applicability. The NRG curves confirm our finding that the slope of the resistivity in the linear high-$T$ regime saturates as $n \to 0$ and diverges like $1/(1-n)$ as $n \to 1$. In Sec. VIII C, we furthermore present a physical interpretation of the “kneelike” feature displayed by the NRG resistivity curves at lower temperature, and previously noted in, e.g., Ref. [11] (see also Refs. [46,47]). We show that above the knee, the resistivity is mostly controlled by the temperature dependence of the effective carrier number [as given by the compressibility or kinetic energy according to Eq. (13)], while below this scale it is mostly controlled by

![Graph](image-url)
the $T$ dependence of the scattering rate or diffusion constant. See Sec. VIII C and Fig. 17 therein, as well as the concluding section, for a discussion of the transport mechanism in the different regimes.

In the very high-temperature regime, the DMFT results are most reliably obtained using the interaction expansion continuous-time quantum Monte Carlo method [48] rather than the NRG. This is also the regime in which the series works the best. On the level of the imaginary-time Green’s function, we find excellent agreement between the QMC results and the series. Performing the analytic continuation to obtain the self-energy on the real frequency axis is somewhat problematic using the QMC data. Nonetheless, we find good agreement between the two methods even for this quantity (see Sec. VIII B).

D. High-temperature transport and optical conductivity for finite $U$

For the finite-$U$ Hubbard model, the spectral function has two peaks in the high-temperature limit. In the parameter range $t \ll T$ with finite $U/T$, the lower and upper Hubbard bands can be individually expanded in the form of Eq. (6):

$$\rho_{G,L}(\vec{k},-\mu + \delta \omega) = \frac{1}{T} \sum_{i} \left( \frac{1}{T} \right)^{i} \sigma_{L}^{(i)}(\vec{k},\delta \omega).$$

$$\rho_{G,U}(\vec{k},-\mu + U + \delta \omega) = \frac{1}{T} \sum_{i} \left( \frac{1}{T} \right)^{i} \sigma_{U}^{(i)}(\vec{k},\delta \omega).$$

(15)

The moments $\int dx x^{m} g_{L,U}^{(i)}(\vec{k},x)$ are themselves a series in the expansion parameter $i/T$. The coefficients of this series depend on the density $n$ and $e^{-\beta \mu}$. Upon setting $U \rightarrow \infty$, the lower Hubbard band becomes equal to the spectral function of the infinite-$U$ Hubbard model.

In Sec. VI A, we compute the zeroth through second moments of the lower and upper Hubbard bands in the case of a $d$-dimensional hypercubic lattice, for arbitrary filling $n$. In Sec. VI B, we use the results of sec. VI A along with the “bubble” formula, to address the temperature dependence of the dc resistivity. Finally, in Sec. X, we address the question to what extent the DMFT becomes exact in the high-temperature limit and in what sense is the physics “local” at high temperature. We find that while the thermodynamic potential becomes exact, the same can only be said for the zeroth moment of the local self-energy. Moreover, the self-energy has nonlocal contributions, which survive the high-$T$ limit, but are not captured by DMFT. DMFT becomes accurate however when both a high-temperature and a high-frequency expansion are performed.

III. BEHAVIOR OF TWO-PARTICLE CORRELATION FUNCTIONS IN THE HIGH-$T$ LIMIT

A. Lehmann representation

Consider the two-particle correlator

$$\chi_{O,O}(\vec{k},\tau) = -\langle T_{\tau} \hat{O}_{k}(\tau) \hat{O}_{-k} \rangle.$$ (16)

where $\hat{O}_{k} = \frac{1}{\sqrt{N}} \sum_{j} e^{-i \vec{k} \cdot \vec{R}_{j}} \hat{O}_{j}$, and $\hat{O}_{j} = \hat{n}_{j} - \langle \hat{n}_{j} \rangle$, $\hat{J}_{j,a}$, or $\hat{S}_{j,a}$. These are the particle, current, and spin operators, respectively, and $a$ represents a spatial direction. We also consider the Fourier transform of $\chi_{O,O}(\vec{k},\tau)$, defined as

$$\chi_{O,O}(\vec{k},i\Omega_{n}) = \int_{0}^{\beta} d\tau \chi_{O,O}(\vec{k},\tau) e^{i\Omega_{n}\tau}.$$ (17)

Here, $\Omega_{n} = 2\pi n T$. We can also write $\chi(\vec{k},i\Omega_{n})$ in terms of its spectral representation

$$\chi_{O,O}(\vec{k},i\Omega_{n}) = \int dv \chi_{O,O}''(\vec{k},v) e^{i\Omega_{n}(v)}.$$ (18)

where $\chi''_{O,O}$ is the spectral function corresponding to $\chi_{O,O}$.

We show quite generally, independent of the specific form of the Hamiltonian, that $\chi''_{O,O}(\vec{k},\omega)$ has the following form when the temperature $T$ is the highest-energy scale in the problem:

$$\frac{1}{\omega} \chi''_{O,O}(\vec{k},\omega) = E^{(O)-1} \sum_{i=1}^{\infty} \langle \hat{O}_{i} \rangle e^{i\Omega_{n}(\vec{k},\omega)}.$$ (19)

Here, the $f^{(i)}(\vec{k},\frac{\omega}{E})$ are even functions of the frequency [49], independent of the temperature, and hence this is an expansion in $1/T$. $E$ can be any unit of energy, and is most conveniently taken to be a characteristic energy unit of the Hamiltonian. For example, it can be taken to be the hopping. If $\hat{O}_{\tau} = \hat{J}_{j,a}$, $y(O) = 1$, while in the case that $\hat{O}_{\tau} = \hat{n}_{j} - \langle \hat{n}_{j} \rangle$, or $\hat{O}_{\tau} = \hat{S}_{j,a}$, $y(O) = -1$.

In the Lehmann representation, $\chi''_{O,O}(\vec{k},\omega)$ is written as [50]

$$\chi''_{O,O}(\vec{k},\omega) = -\frac{1}{Z} \sum_{m,n} e^{-\beta \epsilon_{m}} |\langle m | \hat{O}_{k} | n \rangle|^{2} \delta(\omega + \epsilon_{m} - \epsilon_{n}) \times [e^{\beta(\epsilon_{m} - \epsilon_{n})} - 1].$$ (20)
Here, $Z = Tr(e^{-\beta H})$ is the partition function, and $m$ and $n$ are indices that run over all of the eigenstates. We assume the system to have inversion symmetry, and therefore $\chi''_{o,o}(\vec{k},\omega) = \chi''_{o,o}(\vec{k},\omega)$. We now expand the term in the brackets on the right-hand hand (RHS) of Eq. (20) in powers of $\beta$, the inverse temperature. After some simplifications, this yields
\[
\chi''_{o,o}(\vec{k},\omega) = \beta E\gamma^m n \sum_{m,n} e^{-\beta E}\omega |m|\vec{O}_k|n|^2 \delta \times \left(\frac{\omega}{E} + \vec{e}_m - \vec{e}_n\right)^r .
\]
(21)
Here, $\vec{e}_m \equiv \frac{\vec{x}}{\omega}$, and $\vec{O}_k = e^{-\beta E}\omega |m|\vec{O}_k|n|^2$, where both are dimensionless. Upon expanding all of the exponentials $e^{-\beta E}$ in powers of $\beta$, the RHS of Eq. (21) will have the form of the RHS of Eq. (19). In particular, we find that
\[
f^{(1)}(\vec{k},\frac{\omega}{E}) = \frac{1}{D\beta} \sum_{m,n} \left|m\vec{O}_k|n|\right|^2 \delta \left(\frac{\omega}{E} + \vec{e}_m - \vec{e}_n\right) .
\]
(22)
where $D\beta$ is the dimension of the Hilbert space.

B. Short-time expansion

In this section, we derive a closed form expression for the moments of the functions $f^{(i)}(\vec{k},\frac{\omega}{E})$ appearing in Eq. (19). We begin by writing the Hamiltonian in the following way:
\[
\hat{H} = \hat{H}_1 - \mu \hat{N} .
\]
(23)
Here, $\hat{H}_1$ is independent of the temperature, and the only part of the Hamiltonian which depends on the temperature is the chemical potential $\mu$. Also, we will assume that $\hat{H}_1$ conserves particle-number, therefore $\{\hat{H}_1, \hat{N}\} = 0$. In order to be able to control, the density through the chemical potential, it must be the case that as $T \to \infty$, $\mu$ is proportional to $T$. Therefore we can write $\mu$ as a series in the inverse temperature
\[
\mu \equiv T \tilde{\mu} = T \sum_{i=0}^{\infty} (\gamma E)^i \tilde{\mu}^{(i)}. \quad (24)
\]
Plugging Eq. (23) into Eq. (16) and choosing $\tau > 0$, we obtain
\[
\chi_{o,o}(\vec{k},\tau) = -\langle \hat{e}^{(\tau-\beta H)\hat{L}_1} e^{\gamma H} \hat{e}^{(\beta H)\hat{L}_1}_0\rangle ,
\]
where $\hat{L}_1 \equiv Tr_{\omega}(\hat{\mu})$, and $Z_0 = Tr(e^{\beta H})$. Here, the partition function has been eliminated, and only "connected" diagrams have been retained in the expectation values. The meaning of connected diagram in this context is that we keep only terms which are intensive, i.e., do not scale with the size of the lattice [see Ref. [51]]. Expanding the time-dependent exponentials, we obtain
\[
\chi_{o,o}(\vec{k},\tau) = \sum_{a=0,b=0}^{\infty} \frac{(\tau - \beta)^r}{a! b!} \langle \hat{H}^a \hat{O}_k \hat{H}^b \hat{O}_k - \hat{L}_1 \rangle_0\tau.
\]
(26)
Inversion symmetry implies that $\langle \hat{H}^a \hat{O}_k \hat{H}^b \hat{O}_k - \hat{L}_1 \rangle_0\tau = \langle \hat{H}^a \hat{O}_k \hat{H}^b \hat{O}_k - \hat{L}_1 \rangle_0\tau$. Therefore, plugging Eq. (26) into Eq. (17), and rearranging the sum yields
\[
\chi_{o,o}(\vec{k},\tau\Omega) = \sum_{c,d=0}^{\infty} \frac{(-1)^d}{c! (c+d)!} \langle \hat{H}^{c+d} \hat{O}_k \hat{H}^b \hat{O}_k - \hat{L}_1 \rangle_0\tau .
\]
(27)
The RHS of Eq. (27) can now be expanded in powers of $\frac{1}{\beta\tau}$. This expansion, performed in Appendix A, will allow us to derive a closed-form expression for the moments of $f^{(i)}(\vec{k},\tau)$. First, we derive some additional useful formulas:
\[
\chi_{o,o}(\vec{k},\tau\Omega) = \sum_{m=0}^{\infty} \int d\omega \langle \hat{O}_{\vec{k},\omega} \rangle \langle \hat{O}_{\vec{k},\tau\Omega} \rangle_\tau \quad \tau \neq 0 .
\]
(28)
\[
\chi_{o,o}(\vec{k},\tau\Omega) = \langle \hat{O}_{\vec{k},\omega} \rangle \langle \hat{O}_{\vec{k},\tau\Omega} \rangle_\tau \quad \tau = 0 .
\]
(29)
Equation (28) is the high-frequency expansion of Eq. (18), while Eq. (29) is Eq. (18) evaluated at $\tau = 0$. Plugging Eq. (19) into Eqs. (28) and (29) and comparing with Eq. (A4) yields the moments of $f^{(i)}(\vec{k},\tau)$. For $r$ even,
\[
\int d\omega f^{(i)}(\vec{k},\omega)y^r = \sum_{c=0,d=0}^{\infty} \frac{(-1)^d}{c! (c+d)!} \langle \hat{H}^{c+d} \hat{O}_k \hat{H}^b \hat{O}_k - \hat{L}_1 \rangle_0\tau .
\]
(30)
while for $r$ odd, $\int d\omega f^{(i)}(\vec{k},\omega)y^r = 0$.

IV. BEHAVIOR OF ONE-PARTICLE CORRELATION FUNCTIONS IN THE HIGH-T LIMIT

A. Lehmann representation

Consider the single-particle Green’s function
\[
G(\vec{k},\tau) = -\langle T_{\tau} \hat{c}^{\dagger}_{\vec{k}\omega}(\tau) \hat{c}_{\vec{k}\omega} \rangle .
\]
(31)
Its Fourier transform, defined as $G(\vec{k},i\omega) \equiv \int_0^\beta d\tau e^{i\omega\tau} G(\vec{k},\tau)$ where $\omega_n = (2n + 1)\pi T$, can be written in terms of the Dyson(-Mori) self-energy $\Sigma(\vec{k},i\omega)$:
\[
G(\vec{k},i\omega) = \frac{a_{\vec{k}}}{i\omega - \epsilon_{\vec{k}} - \Sigma(\vec{k},i\omega_n)} .
\]
(32)
Here, $a_{\vec{k}}$ is obtained from the high-frequency limit of the Green’s function, while $\epsilon_{\vec{k}}$ is some unspecified dispersion. In the case of the finite-$U$ Hubbard model $a_{\vec{k}} = 1$, and $\epsilon_{\vec{k}} = \epsilon_{\vec{k}}$ (Dyson self-energy), where $\epsilon_{\vec{k}}$ is the dispersion of the lattice. In the case of the infinite-$U$ Hubbard model, $a_{\vec{k}} = 1 - \frac{U}{\pi}$ and $\epsilon_{\vec{k}} = \epsilon_{\vec{k}}(1 - \frac{U}{\pi})$ (Dyson-Mori self-energy). Both the $G(\vec{k},i\omega_n)$ and $\Sigma(\vec{k},i\omega_n)$ can be written in terms of their respective
spectral densities:

\[ G(\tilde{k}, i\omega_n) = \int d\nu \frac{\rho_G(\tilde{k}, \nu)}{i\omega_n - \nu}. \tag{33} \]

\[ \Sigma(\tilde{k}, i\omega_n) = \Sigma_\infty(\tilde{k}) + \int d\nu \frac{\rho_G(\tilde{k}, \nu)}{i\omega_n - \nu}. \tag{34} \]

We will show that when \( T \) is the highest-energy scale in the problem, \( \rho_G(\tilde{k}, \omega) \) and \( \rho_\Sigma(\tilde{k}, \omega) \) can be expanded in the following series in \( \frac{1}{T} \):

\[ \rho_G(\tilde{k}, -\mu + x) = \frac{1}{E} \sum_{i=0}^{\infty} (\beta E)^i g^{(i)}(\tilde{k}, \frac{x}{E}), \]

\[ \rho_\Sigma(\tilde{k}, -\mu + x) = E \sum_{i=0}^{\infty} (\beta E)^i h^{(i)}(\tilde{k}, \frac{x}{E}). \tag{35} \tag{36} \]

Note that in order to achieve this expansion, the frequency must be re-centered around \( \omega = -\mu \). The new frequency \( x \) measures the displacement of \( \omega \) from \( \omega = -\mu \).

The Lehmann representation for the spectral density \( \rho_G(\tilde{k}, \omega) \) is [50]

\[ \rho_G(\tilde{k}, \omega) = \sum_{m,n} e^{-\beta \epsilon_n} |\langle m | c_{\tilde{k}m} | n \rangle|^2 \left[ e^{\beta (\epsilon_n - \epsilon_m)} + 1 \right] \delta (\omega + \epsilon_m - \epsilon_n). \tag{37} \]

Now we define \( \epsilon_m - \epsilon_n \equiv \mu + \Delta_{mn} \equiv T \tilde{\mu} + E \tilde{\Delta}_{mn} \), where \( \tilde{\mu} = \frac{\mu}{E} \) and \( \tilde{\Delta}_{mn} = \frac{\Delta_{mn}}{E} \) are dimensionless. Plugging these in, we find that

\[ \rho_G(\tilde{k}, -\mu + x) = \frac{1}{E} \sum_{i=0}^{\infty} (\beta E)^i \sum_{m,n} e^{-\beta E \epsilon_n} |\langle m | c_{\tilde{k}m} | n \rangle|^2 \left[ e^{\beta (\epsilon_n - \epsilon_m)} + 1 \right] \delta \left( \frac{x}{E} + \tilde{\Delta}_{mn} \right). \tag{38} \]

Expanding all exponentials in powers of \( \beta E \), we find that

\[ g^{(0)}(\frac{\tilde{k}}{E}, x) = \frac{1}{D_{\tilde{k}}} \sum_{m,n} |\langle m | c_{\tilde{k}m} | n \rangle|^2 (e^\mu + 1) \delta \left( \frac{x}{E} + \tilde{\Delta}_{mn} \right). \tag{39} \]

We will now use Eq. (35) to derive Eq. (36). Using Eqs. (33) and (34), we find that

\[ \rho_\Sigma(\tilde{k}, -\mu + x) \]

\[ = \frac{a_G \rho_G(\tilde{k}, -\mu + x)}{[\Re(eG(\tilde{k}, -\mu + x))^2 + \pi \rho_G(\tilde{k}, -\mu + x)]^2}. \tag{40} \]

Plugging Eq. (35) into Eq. (33), we obtain

\[ \Re(eG(\tilde{k}, -\mu + x)) = \frac{1}{E} \sum_{i=0}^{\infty} (\beta E)^i g^{(i)}(\tilde{k}, \frac{x}{E}), \]

\[ g^{(i)}(\tilde{k}, \frac{x}{E}) = \int dy \frac{g^{(0)}(\tilde{k}, y)}{E - y}. \tag{41} \]

Finally, plugging Eqs. (35) and (41) into Eq. (40), we find that \( \rho_\Sigma(\tilde{k}, -\mu + x) \) satisfies the form Eq. (36). For example,

\[ h^{(0)}(\tilde{k}, \frac{x}{E}) = \frac{a_G g^{(0)}(\tilde{k}, \frac{x}{E})}{[g^{(0)}(\tilde{k}, \frac{x}{E})]^2 + \pi^2 [g^{(0)}(\tilde{k}, \frac{x}{E})]^2}. \tag{42} \]

\section*{B. Short-time expansion}

We now use the short-time expansion of \( G(\tilde{k}, \tau) \) to derive the moments of the functions \( g^{(i)}(\tilde{k}, \frac{x}{E}) \) appearing in Eq. (35).

For \( \tau > 0 \), Eq. (31) becomes

\[ G(\tilde{k}, \tau) = -e^{\tau E} (e^{(\tau - \beta)H_c} e^{-\tau H_1} e^{\tau H_b} c_{\tilde{k}, \alpha})_c. \tag{43} \]

Just as was the case for \( \chi_{O, O}(\tilde{k}, i\omega_n) \), \( G(\tilde{k}, i\omega_n) \) can be expanded in power of \( \frac{1}{\omega_n + \mu} \). This expansion is derived starting from Eq. (43) in Appendix B. Its final form is given in Eq. (B5). Making the substitution \( v = \frac{x}{E} - \mu \) in Eq. (33), performing a high-frequency expansion, plugging in Eq. (35), and comparing with Eq. (B5) yields the moments of \( g^{(i)}(\tilde{k}, \frac{x}{E}) \):

\[ \int dy \frac{g^{(0)}(\tilde{k}, y)}{E} = \sum_{a=0, b=0}^{\infty} \frac{1}{\tilde{h}^{00}_{\tilde{k}a} \tilde{h}^{00}_{\tilde{k}b}} \sum_{i=0}^{\infty} \frac{1}{j!} (a - j)! (e^\mu + \delta_{ij}). \tag{44} \]

The moments of \( h^{(0)}(\tilde{k}, \frac{x}{E}) \) can be obtained by plugging the high frequency expansion for \( G(\tilde{k}, i\omega_n) \) into Dyson's equation [Eq. (32)], comparing with the high-frequency expansion of Eq. (34), and using Eq. (36).

\section*{V. INFINITE-U HUBBARD MODEL}

The infinite-U Hubbard model Hamiltonian is

\[ \hat{H} = - \sum_{ij\sigma} t_{ij} X_{ij}^{\sigma} X_{ij}^{\sigma} - \mu \sum_{i\sigma} X_{i\sigma}^{\sigma}. \tag{45} \]

The Hubbard operator \( X_{ab}^{ij} \equiv |a\rangle \langle b| \) projects the state \( |b\rangle \) onto the state \( |a\rangle \), where \( |a\rangle \) and \( |b\rangle \) can be any of the three allowed states \( |\uparrow\rangle, |\downarrow\rangle, \) or \( |0\rangle \). \( X_{ab}^{ij} \) acts only on the site \( i \). We can write this Hamiltonian as \( \hat{H} = \hat{T} - \mu \hat{N} \), where \( \hat{T} \) is the hopping term in the Hamiltonian. In the notation of Sec. III, \( E = \tau \), and \( \hat{T} = \frac{\tau}{\tilde{\tau}} \). A special feature of this model is that

\[ \langle \hat{T}_{\tilde{k}a} \hat{O}_b \hat{T}_{\tilde{k}a} \hat{O}_{-b} \rangle \propto \delta_{0, p(a+b)} \tag{46} \]

where \( p(x) = 1 \) for \( x \) odd, and \( p(x) = 0 \) for \( x \) even. This is due to the fact that an odd number of hops cannot return the system back to its initial configuration. Moreover, the two identical \( \hat{O} \) operators must contribute an even number of hops. Furthermore, the real-space expectation value

\[ \langle \hat{T}_{\tilde{k}a} \hat{O}_b \hat{T}_{\tilde{k}a} \hat{O}_{-b} \rangle \propto \delta_{p(i-j), p(a+b)} \tag{47} \]

where \( |i - j| \) is the Manhattan distance between site \( i \) and site \( j \). This is the case since the number of hops required to get from \( i \) to \( j \) is equal to the separation between them, while
the number of remaining hops must be even for the system to return to its initial configuration.

A. General form of the conductivity

Using Eq. (46), we see that the RHS of Eq. (30) must vanish for $i$ even. Therefore, in the infinite-U Hubbard model, Eq. (19) acquires the specific form

$$\frac{1}{\omega} \chi_{\alpha,\beta}(\tilde{k},\omega) = \frac{T^{(O)}}{T} \frac{i^{(O)}}{T^{(O)+2}} f^{(1)}(\tilde{k}, \omega) + \frac{T^{(O)+2}}{T^{(3)}} f^{(3)}(\tilde{k}, \omega) + \cdots .$$

(48)

To discuss the conductivity, we choose $\hat{O} = \hat{J}_s$, in which case $\frac{\delta_{ij}}{\omega_0} = \frac{\delta_{ij}}{\pi \alpha_0}$. Applying Eq. (48) with $\gamma(J) = 1$ yields

$$\frac{\sigma(\tilde{k},\omega)}{\sigma_0} = \frac{1}{\omega} \chi_{\alpha,\beta}(\tilde{k},\omega) = \frac{T}{T} f^{(1)}(\tilde{k}, \omega) + \frac{T^{3}}{T^{(3)}} f^{(3)}(\tilde{k}, \omega) + \cdots .$$

(49)

We will see below that the moments of $f^{(1)}(\tilde{k}, \omega)$ are each proportional to exactly one power of $(1-n)$. Explicitly pulling the factor $(1-n)$ out of the functions $f^{(1)}(\tilde{k}, \omega)$ and absorbing the factor of $\pi$, we write

$$\frac{\sigma(\tilde{k},\omega)}{\sigma_0} = (1-n) \frac{T^{(1)}}{T^{(1)}} f^{(1)}(\tilde{k}, \omega) + \frac{T^{(3)}}{T^{(3)}} f^{(3)}(\tilde{k}, \omega) + \cdots .$$

(50)

Specializing to the case of the optical conductivity $\sigma(\omega) = \lim_{\tilde{k} \rightarrow 0} \sigma(\tilde{k},\omega)$, we write

$$\frac{\sigma(\omega)}{\sigma_0} = (1-n) \frac{T^{(1)}}{T^{(1)}} \sigma^{(1)}(\omega) + \frac{T^{(3)}}{T^{(3)}} \sigma^{(3)}(\omega) + \cdots .$$

(51)

Here, $\sigma^{(i)}(\omega) = \lim_{\tilde{k} \rightarrow 0} \sigma^{(i)}(\tilde{k},\omega)$. The dc conductivity $\sigma_{dc} = \lim_{\omega \rightarrow 0} \sigma(\omega)$ can be obtained by taking the $\omega \rightarrow 0$ limit of Eq. (51), producing the series

$$\frac{\sigma_{dc}}{\sigma_0} = (1-n) \frac{T^{(1)}}{T^{(1)}} d_1 + \frac{T^{(3)}}{T^{(3)}} d_3 + \cdots .$$

(52)

Here, $d_1 = \lim_{\omega \rightarrow 0} \sigma^{(1)}(\omega)$ and is nonsingular in the $n \rightarrow 1$ limit. This form implies that $\rho_{dc}$ is linear in $T$ for $T \geq t$. Deviations set in for $T < t$. At that scale, $\rho_{dc} \sim \frac{\beta t}{T^2}$, where $\delta = 1-n$ is the hopping away from half-filling.

B. Analytically calculated moments of the conductivity

The current density on a hypercubic lattice is given by

$$J_{i,\alpha} = \frac{i}{2} \sum_{j,\sigma} t_{ij}(\vec{R}_j - \vec{R}_i)_\sigma \left( X_i^\sigma \alpha^{\sigma \alpha}_j - X_{j}^{\sigma} \alpha^{\sigma \alpha}_i \right) .$$

(53)

Plugging this into Eq. (30), and taking the $k \rightarrow 0$ limit, we calculate the zeroth and second moments of $\sigma^{(i)}(\omega)$, and the zeroth moment of $\sigma^{(i)}(\omega)$ in $d$ dimensions. Note that a direct application of Eq. (30) yields the moments in terms of $\mu$. To obtain them in terms of the density $n$, we must also carry out an expansion of the chemical potential $[51]$:

$$\mu = T \left\{ \ln \left[ \frac{n}{2(1-n)} \right] + (\beta t)^2 (2n-1) + \cdots \right\} .$$

(54)

This yields the moments

$$\int d\left( \frac{\omega}{T} \right) \sigma^{(1)}(\frac{\omega}{T}) = \pi n,$n,$$

$$\int d\left( \frac{\omega}{T} \right)^2 \sigma^{(1)}(\frac{\omega}{T}) = \pi n^2 (4-n)(2d-2),$$

$$\int d\left( \frac{\omega}{T} \right)^3 \sigma^{(3)}(\frac{\omega}{T}) = \frac{\pi}{6} n[n(d(13n-16) - 25n + 28) - 6].$$

(55)

The above moments of $\sigma^{(i)}(\omega)$ for the square lattice were computed in Ref. [47]. Using expression (13) for the kinetic energy, we see that the zeroth-order moment above is consistent with the $f$-sum rule [37–41]$\frac{1}{T} \int d\omega \sigma_{dc} = -e^2 E_K / d$. We note that both the zeroth and second moments of $\sigma(\omega)$ vanish linearly in $(1-n)$ in the limit $n \rightarrow 1$. However, in the limit $n \rightarrow 0$, the zeroth moment vanishes linearly in $n$ while the second moment vanishes quadratically in $n$. As will be seen in Sec. VII, in the $d \rightarrow \infty$ limit, the higher order moments continue to vanish quadratically in $n$. This will affect both the shape of the optical conductivity, and the value of the $dc$ conductivity, which saturates as $n \rightarrow 0$.

C. Analytically calculated moments of the Green’s function and the self-energy

The first few moments of the Green’s function and self-energy have been calculated for a $d$-dimensional hypercubic lattice in Ref. [51]. We reproduce the results in Tables II and III. We note that the moments of $\rho_{dc}(k, -\mu + x)$ and $\Sigma_{\infty}(\tilde{k})$ vanish linearly in $n$ as $n \rightarrow 0$. On the other hand, only $\Sigma_{\infty}(\tilde{k})$ vanishes as $n \rightarrow 1$.

VI. FINITE-U HUBBARD MODEL

The Hamiltonian for the Hubbard model is

$$\hat{H} = -\sum_{ij\sigma} t_{ij} c^\dagger_{i\sigma} c_{j\sigma} + U \sum_i n_{i\uparrow} n_{i\downarrow} - \mu \sum_i n_{i\sigma} .$$

(56)

Suppose that $T > t$. Then, we can perform an expansion [52] in $\beta t$ and $\frac{1}{T}$, while holding $(\beta U)$ constant. Let us consider the resulting Green’s function, which has the following form:

$$G(\tilde{k}, i\omega_n) = \sum_{j=0, r=0}^{\infty} \sum_{s=0}^{\infty} \frac{t^{(r)}(\beta U)^{j(1,r)}(\tilde{k}, n, e^{-\beta U})}{U^{(i\omega_n + \mu)^{r+1}}},$$

(57)

where $\rho^{(j,r)}(\tilde{k}, n, e^{-\beta U})$ and $\alpha^{(j,r)}(\tilde{k}, n, e^{-\beta U})$ are coefficients, which are a function of $\tilde{k}$, $n$, and $e^{-\beta U}$. For future reference, we also write down the real-space version of Eq. (57)
Here, the restriction that the parity of \((2n+1)\) stems from Eq. (71) with \(H_1\) equal to the hopping term in the Hubbard Hamiltonian. In the second term on the RHS of Eqs. (57) and (58), the negative values of \(s\) stem from terms proportional to \(\frac{1}{\omega_n + \beta U}\), where \(p\) is an integer, in which the denominator is expanded around \(i\omega_n + U\). We now write the spectral function as the sum of two parts,

\[
\rho_G(\tilde{k}, \nu) = \rho_{G, L}(\tilde{k}, \nu) + \rho_{G, U}(\tilde{k}, \nu),
\]

where \(\rho_{G, L}(\tilde{k}, \nu)\) refers to the lower Hubbard band (LHB), and \(\rho_{G, U}(\tilde{k}, \nu)\) refers to the upper Hubbard band (UHB). We expand the spectral functions of the lower and upper Hubbard bands in analogy with Eq. (35):

\[
\rho_{G, L}(\tilde{k}, -\mu + x) = \frac{1}{\Gamma} \sum_{j=0}^{\infty} (\beta\Gamma)^j g_L^{(j)}(\tilde{k}, \frac{x}{\Gamma}),
\]

\[
\rho_{G, U}(\tilde{k}, -\mu + x) = \frac{1}{\Gamma} \sum_{j=0}^{\infty} (\beta\Gamma)^j g_U^{(j)}(\tilde{k}, \frac{x}{\Gamma}),
\]

where both \(g_L^{(j)}(\tilde{k}, \frac{x}{\Gamma})\) and \(g_U^{(j)}(\tilde{k}, \frac{x}{\Gamma})\) are centered on \(x = 0\). Their moments are given by

\[
\int g_L^{(j)}(\tilde{k}, \frac{x}{\Gamma}) y^r dy = \sum_{x=0}^{\infty} \Gamma^r j^{(j+r+s)} [\tilde{k}, n, e^{-\beta U}],
\]

\[
\int g_U^{(j)}(\tilde{k}, \frac{x}{\Gamma}) y^r dy = \sum_{x=0}^{\infty} \Gamma^r j^{(j+r+s)} [\tilde{k}, n, e^{-\beta U}].
\]

Therefore, in the case of the finite-\(U\) Hubbard model, the moments of \(g_L^{(j)}(\tilde{k}, \frac{x}{\Gamma})\) and \(g_U^{(j)}(\tilde{k}, \frac{x}{\Gamma})\) are themselves an infinite series in \(\frac{1}{\Gamma}\). In the following section, we evaluate some of these moments to low orders.

### Analytically calculated moments of the upper and lower Hubbard bands

We perform the expansion from Ref. [52] through second order in \((\beta\Gamma)\) and \(\frac{1}{\Gamma}\). This yields

\[
G^{(0)}(\tilde{k}, i\omega_n) = \frac{1 - \frac{n}{\Gamma} + \frac{n}{2}}{i\omega_n + \mu + \frac{\Gamma}{2}} + \frac{\frac{n}{2}}{i\omega_n + \mu - \beta U},
\]

\[
G^{(1)}(\tilde{k}, i\omega_n) = \frac{\frac{n}{2}}{i\omega_n + \mu + \beta U},
\]

\[
G^{(2)}(\tilde{k}, i\omega_n) = 2d^2 [G^{(0)}(\tilde{k}, i\omega_n)]^3 + \frac{\frac{n}{2}}{i\omega_n + \mu + \beta U}.
\]
where

\[ G_{\text{loc}}^{(2)}(i\omega_n) = \frac{2\epsilon^2}{U(i\omega_n + \mu) - U(i\omega_n + \mu - U)} + \frac{2\epsilon^2}{(i\omega_n + \mu)^2} - \frac{\epsilon^2}{(i\omega_n + \mu)^3}, \]

and \( c = \frac{\delta(n-\delta(n-1)n}{\sqrt{\delta(n-\delta(n-1)n}} \). Note that this gives the correct result in the case of half-filling (Ref. [29]). Using Eqs. (57) and (61), we compute the moments of \( g_{\text{loc}}^{(j)}(\vec{k}, \tau) \) and \( g_{\text{loc},U}^{(j)}(\vec{k}, \tau) \), where the subscript “loc” denotes local. The results are given in Table IV.

### B. Analytically calculated moments of the optical conductivity and high-temperature transport for \( d \to \infty \)

In this section, we present an analysis of transport at high-temperature in the finite-\( U \) case. This analysis uses the simplifications associated with the \( d \to \infty \) limit. In contrast to the more rigorous derivation at \( U = \infty \), it is not based on the calculation of a large number of moments but rather on a qualitative analysis of the optical conductivity in the low-frequency range based on just the dominant term in the high-\( T \) series. The series considered is an expansion in both \( (\beta D) \) and \( \rho_U \), where \( D \) is the half-bandwidth. Therefore we only consider values of \( U > D \), in which case the density of states (DOS) consists of the two well separated Hubbard bands. The optical conductivity reflects optical transitions that either occur within a single Hubbard band, or transitions that occur between the two Hubbard bands. The former contribute to \( \sigma(\omega) \) in the vicinity of \( \omega \sim 0 \), while the latter contribute in the vicinity of \( \omega \sim U \). To determine the dc conductivity, we compute the moments of the part of the \( \sigma(\omega) \) curve in the vicinity of \( \omega \sim 0 \). To simplify the calculation, we shall assume that

\[
\sigma(\omega) = \frac{e^{\beta \mu_{\text{loc}}}}{2} \left[ \frac{1}{1 + e^{\beta(\mu_{\text{loc}} - \mu)}} \Theta(\tau) - \frac{1}{1 + e^{-\beta(\mu_{\text{loc}} - \mu)}} \Theta(-\tau) \right],
\]

where \( \mu_{\text{loc}} \) is the chemical potential in the atomic limit, and therefore \( e^{\beta \mu_{\text{loc}}} = \frac{n-1+\sqrt{(1-n)^2+4n(1-n)e^{\beta U}}}{2(1-n)e^{\beta U}} \). Plugging Eq. (65) into Eq. (64), using Eq. (29), and making the substitutions \( (1-n) \to \delta \) and \( e^{-\beta U} \to y \), we find that

\[
\int d\omega \frac{\sigma(\omega)}{\pi \sigma_0} = \frac{\beta D^2 \left[ y(\sqrt{-y\delta^2 + y + \delta^2} + \delta^2 - 2) + \sqrt{-y\delta^2 + y + \delta^2} - \delta^2 \right]}{2(y-1)^2} + O(\beta^2 D^3).
\]

In this expression, \( \sigma(\omega) \) designates the part of the \( \sigma(\omega) \) curve in the vicinity of \( \omega \sim 0 \), as opposed to the part in the vicinity of \( \omega \sim U \). Therefore, in writing Eq. (66), we have only considered optical transitions which occur between the two Hubbard bands and neglected those which occur between the bands. At this point, we make the approximation that all higher order moments of \( \sigma(\omega) \) have the same dependence on \( U \) and \( \delta \) as does the zeroth moment. We shall later justify this approximation in all parameter ranges in which it is applied. Then, \( \sigma_0 \) is equal to the RHS of Eq. (66) up to some scale factor, i.e., \( \sigma_0 \approx \frac{2e}{n \pi} \int d\omega \frac{\sigma(\omega)}{\pi \sigma_0} \). In the infinite temperature limit, i.e., \( T \gg U \), we set \( y \to 1 \) in Eq. (66) to find

\[
\frac{\rho_c}{\rho_0} \propto \frac{8T}{D(1-\delta^2)}.
\]
FIG. 3. Leading-order series result for the temperature dependence of the dc resistivity for the finite-$U$ Hubbard model on an infinite-dimensional hypercubic lattice. (Left) Half-filled case for various values of $U$. The resistivity first decays exponentially with the temperature followed by a linear regime with a slope which asymptotically approaches 8, independent of the value of $U$. The inset is a close-up to the range $T/\delta \ll 1$. (Right) Case of $U = 4$ for various values of the doping $\delta$. The resistivity curve consists of two linear regimes connected by a regime of exponential decay, which is both wider and more pronounced for smaller $\delta$.

The resistivity is linear in the temperature, as we have shown must be the case on general grounds. Note that, in this regime, the slope tends to a constant value at low doping, in contrast to the $U = \infty$ case where it diverges.

We now examine the dc resistivity in the half-filled Hubbard model. Setting $\delta \to 0$ in Eq. (66), we obtain

$$\frac{\rho_{dc}}{\rho_0} \propto \frac{2T}{D} (1 + e^{\frac{T}{\delta}}) (1 + e^{-\frac{T}{\delta}}).$$

We plot this resistivity versus temperature curve in Fig. 3 for $U = 1.5, 2.5, 4.0$. For all values of $U$, the resistivity decays exponentially with increasing temperature starting from $T = 0$ followed by a crossover to the high-$T$ regime, in which all curves converge to a linear resistivity $\sim 8T/D$, in accordance with Eq. (67) with $\delta = 0$.

DMFT results for the half-filled case can be found in Refs. [20,53,54]. For $U > U_c$, the system is a Mott insulator, and the resistivity decays exponentially with increasing temperature starting from $T = 0$. There is a characteristic value $U^*$ such that for $U^* < U < U_c$, starting from $T = 0$, the resistivity increases rapidly with increasing temperature reaching a maximum, after which it decays exponentially with increasing temperature. Finally, for $U < U^*$, the resistivity increases monotonically as a function of the temperature for all values of the temperature. In all cases, the DMFT calculations have not been done to sufficiently high temperatures to display the high-$T$ ($T \gg U$) linear regime, although we know that it must be there. In addition, the slope must be independent of the value of $U$ [Eq. (67)], and hence all of these resistivity curves must converge at high enough temperatures.

For the case of the Mott insulator ($U > U_c$), the leading order series result accurately describes the DMFT result for all values of the temperature. For the metallic state with $U^* < U < U_c$, the leading order series correctly captures the exponential decay and subsequent linear growth of the resistivity at high $T$, but obviously not the initial increase of the resistivity with increasing temperature in the vicinity of $T = 0$, which has to do with the Fermi liquid regime of the metal. For the metallic state with $U < U^*$, the leading-order series captures only the asymptotic high-$T$ linear regime. It is an open question whether or not the higher-order terms in the series can at least partially correct for the shortcomings of the leading order term in the metallic state.

Also in Fig. 3, we plot the leading order series result for the doped Mott insulator, corresponding to $U = 4$ and $\delta = 0.01, 0.1, 0.15, \text{ and } \delta = 0.2$. The resulting resistivity versus temperature curves all have three distinct regimes. In the high-$T$ ($T \gg U$) regime, each resistivity curve is linear in temperature with slope given by Eq. (67). As the temperature is lowered, we reach a regime in which $U \gg T$, but $\delta < e^{-\frac{T}{\delta}}$. Asymptotically, this corresponds to taking the $\delta \to 0$ limit followed by the $\gamma \to 0$ limit of Eq. (66), and gives $\frac{\rho_{dc}}{\rho_0} \propto \frac{2T}{D} e^{\frac{T}{\delta}}$, as can be seen from Eq. (68). For finite $\delta$, increasing $\delta$ lowers the peak height from this asymptotic result. Finally, as the temperature is lowered even further, we reach the regime in which $U \gg T$ and $\delta > e^{-\frac{T}{\delta}}$. Asymptotically, this corresponds to taking the $\gamma \to 0$ limit of Eq. (66), and hence we recover the infinite-$U$ result $\frac{\rho_{dc}}{\rho_0} \propto \frac{2T}{D} e^{\frac{T}{\delta}}$ [Eq. (67)]

This yields a linear resistivity whose slope diverges as $\delta \to 0$. We expect that the higher order terms in the series will correct this leading order result and reproduce the DMFT resistivity [11] in the bad-metal regime ($\frac{\rho_{dc}}{\rho_0} > 1$), as we have shown to be the case for the infinite-$U$ Hubbard model (see Sec. VIII C).

We now go back and comment on our approximation that the higher-order moments of $\tilde{\sigma}(\omega)$ have the same functional dependence on $U$ and $\delta$ as the zeroth moment. This will generally be true if $\tilde{\sigma}(\omega)$ is a smooth featureless function that does not have any sharp peaks. To illustrate this, we consider the infinite-$U$ Hubbard model. In Fig. 6, we see that in the $\delta \to 0$ limit, $\tilde{\sigma}(\omega)$ (which in this case is the same as $\delta(\omega)$) is a featureless function. However in the $\delta \to 1$ limit, it contains a sharp peak followed by a long tail. Accordingly, in the $\delta \to 0$ limit, all higher order moments have the same functional dependence on $\delta$ as does the zeroth moment, while
in the $\delta \to 1$ limit, this is not the case. Therefore it turns out that the estimate for $\rho_{kk}$ given above on the basis of the zeroth moment, i.e., $\frac{\rho_{kk}}{\rho_{kk}^0} \propto \frac{2f}{D \sqrt{D}}$ is only correct in the $\delta \to 0$ limit, but not in the $\delta \to 1$ limit. Returning to the finite-$U$ Hubbard model, we know that at low-$U$ and low-$T$, $\hat{\sigma}(\omega)$ contains a sharp Drude peak. Therefore we would not expect the zeroth moment to provide a good estimate for the dc resistivity in this case. However, here we have considered the limit where both $U$ and $T$ are large. In this parameter range, the Drude peak is either greatly diminished or disappears altogether, and $\hat{\sigma}(\omega)$ becomes a smooth featureless function [11,55–57].

VII. THE INFINITE-$U$ HUBBARD MODEL
IN THE $d \to \infty$ LIMIT

In this section, we consider the $U = \infty$ Hubbard model in the limit of large dimensionality, $d \to \infty$, where the formalism simplifies further. A quantitative comparison to DMFT numerical solutions will be made. We will see in particular that the high-temperature series allows for an essentially analytical calculation of the optical conductivity and dc resistivity, which compares very well to numerical solutions down to a surprisingly low temperature. This allows one to better understand qualitatively the transport mechanisms in the Hubbard model at high and intermediate temperatures.

We shall consider two cases. (1) The $d = \infty$ cubic lattice (referred to as ‘hypercubic’ lattice). In this case, the noninteracting density of states (DOS) is a Gaussian:

$$D(\epsilon) = \frac{1}{D \sqrt{\pi}} e^{-\frac{\epsilon^2}{D^2}}$$

with $D^2 = 4d\epsilon^2$, which fulfills the relation $\int d\epsilon D(\epsilon)\epsilon^2 = 2d\epsilon^2$.

(2) The infinite-connectivity Bethe lattice, which has a semicircular DOS:

$$D(\epsilon) = \frac{2}{\pi D^2} \sqrt{D^2 - \epsilon^2} \Theta(D - |\epsilon|)$$

with $D^2 = 8d\epsilon^2$, which fulfills the relation $\int d\epsilon D(\epsilon)\epsilon^2 = 2d\epsilon^2$.

Thus far, we have mostly considered quantities in momentum space, but we can equally well consider their real-space versions. The relationship between the two is given by the relation

$$Q_{i,j} = \frac{1}{N_d} \sum_{\vec{k}} e^{i\vec{k}(\vec{R}_i - \vec{R}_j)} Q(\vec{k}).$$

where $Q$ can stand for any quantity such as $G$, $\Sigma$, $\chi$, $f$, $g$, or $h$. Furthermore, all of the formulas derived thus far [with the exception of Dyson’s equation Eq. (32)] continue to hold if we make the substitutions $Q(\vec{k}) \to Q_{i,j}$, $\epsilon_{kq} \to \epsilon_{ijq}$, $c^\dagger_{kq} \to c^\dagger_{ijq}$, $\hat{O}_k \to \hat{O}_{ij}$, and $\hat{O}_{-k} \to \hat{O}_{ij}$. Now, consider the moments of the real-space density of states $\rho_{G,j}(\omega)$. Then, the real-space version of Eq. (44) together with Eq. (47) tell us that

$$\int dy \: g^{(i)}_{ij}(\omega)y^m \propto \delta_{\mu(i-j)},p(m+j),$$

In particular, if we consider the local density of states $\rho_{G,j}(\omega)$, this tells us that $g^{(i)}_{ij}(\vec{k},\omega)$ is an even function of $y \equiv (\omega + \mu)/t$ for $i$ even, and an odd function for $i$ odd. Hence, for example, the leading high-$T$ contribution to the local spectral density is an even function centered at $\mu = T \bar{\pi}$.

In the $d \to \infty$ limit, the self-energy becomes local [52,58,59], i.e., $\Sigma(\vec{k},i\omega_n) \to \Sigma(i\omega_n)$. Therefore, in the infinite-$U$ Hubbard model in the $d \to \infty$ limit, Dyson’s equation [Eq. (32)] takes on the particular form

$$g(\vec{k},i\omega_n) = \frac{1 - i\omega_n + \mu}{i\omega_n + \mu - (1 - \frac{D}{2} + \frac{i\delta_k}{\Sigma_0}) \Sigma(i\omega_n)}.$$  (73)

Furthermore, due to Eq. (47), the series for $G_{ij}(i\omega_n)$ contains only powers of $t$ of the same parity as $|i - j|$. Expanding the RHS of Eq. (73) in powers of $t$ then implies that the series for $\Sigma(i\omega_n)$ contains only even powers of $t$. Finally, performing the high-frequency expansion of Eq. (34) and plugging in Eq. (36) yields

$$\Sigma(i\omega_n) = t \sum_{m=0}^{\infty} (\beta t)^m \Sigma_{\infty}.$$  (74)

Putting this all together, we find that

$$\int dy \: h^{(i)}(y)y^m \propto \delta_{0,0}(m+j) \Sigma_{\infty} = t \sum_{i=0}^{\infty} \sum_{m=1}^{\infty} \frac{(\beta t)^m}{t \delta_{0,0}(m+j)}.$$  (75)

For $i$ even (odd), $h^{(i)}(y)$ is an even (odd) function.

A. Moments and reconstruction of the self-energy

Using the method from Ref. [52], we have evaluated the zeroth through sixth moments of the self-energy in the $d \to \infty$ limit. Changing the characteristic energy from $t$ to $D$, and thereby redefining the constants $\Sigma_{\infty}^{(i)}$ and the functions $h^{(i)}(y)$, we define

$$\rho_{\Sigma}(-\mu + x) = D \sum_{i=0}^{\infty} (\beta D)^i \chi^{(i)} \left( \frac{x}{D} \right),$$

$$\Sigma(i\omega_n) = \Sigma_{\infty} + \int dv \: \rho_{\Sigma}(v) \frac{\delta_{0,0}(v) - \Sigma_{\infty}}{i\omega_n - v}.$$  (76)

We first consider the case of a hypercubic lattice. We give the leading contributions to the moments of $h^{(i)}(y)$ in Table V.

<table>
<thead>
<tr>
<th>$m_0[h^{(i)}(y)]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{1}{8} (n - 4) n^2 a^2 (n + 2)$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$m_1[h^{(i)}(y)]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{1}{16} (n - 4) n^2 a^2 (n + 2)$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$m_2[h^{(i)}(y)]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{1}{32} (n - 4) n^2 a^2 (n + 2)$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\Sigma^{(1)}_{\infty}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{(n - 2)(n - 4) n^2 a^2}{32}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\Sigma^{(2)}_{\infty}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{(n - 4) n^2 a^2 (n + 2)}{64}$</td>
</tr>
</tbody>
</table>
with $m_n[h^0(y)] = \int dy \ h^0(y)y^n$. We have expanded $\Sigma_\infty$ as $\Sigma_\infty = D \sum_{n=0}^\infty (\beta D)^n \Sigma^{(n)}_\infty$. We also calculated higher-order expressions but they are too lengthy to write here [60]. They will be used to reconstruct the spectral function of $\Sigma$, $\rho_\Sigma$. Note that these expressions can be obtained from those in Sec. V C by taking the leading order term in $d$ and then setting $d \to \frac{1}{4}$ (reflecting the use of $\Delta$ instead of $\tau$ as our basic energy unit in this section). Once again we find that both the moments of $\rho_\Sigma(-x+\mu)$ and $\Sigma_\infty$ vanish linearly as $n \to 0$, and that $\Sigma_\infty$ vanishes linearly as $n \to 1$. In addition, in contrast to the finite-dimensional case, we find that the odd moments of $\rho_\Sigma(-x+\mu)$ vanish linearly as $n \to 1$.

In Table VI, we display the moments for the infinite-connectivity Bethe lattice. Once again, the higher order expressions will not be written explicitly [60], but will be used to reconstruct the spectral function $\rho_\Sigma$. The $n \to 0$ and $n \to 1$ limits behave in the same way as for the hypercubic case above.

We now consider the reconstruction of the asymptotic high-temperature self-energy, $h^0(x)$, from the calculated moments. Note that, in this limit, $h^0(x)$ is an even function. In order to reconstruct this function from the moments calculated above, we use the maximum entropy method (MEM), which can be summarized as follows. Suppose that one has an even distribution $P(x)$, whose first $k+1$ even moments are known. The MEM estimate for $P(x)$ is

$$P(x) = \exp \left[ - \sum_{n=0}^k \lambda_{2n} x^{2n} \right]. \quad (77)$$

The $\lambda_{2n}$ are then chosen such that

$$\int dx P(x)x^{2n} = m_{2n} \quad (n = 0 \ldots k), \quad (78)$$

where the $m_n$ are the known moments of $P(x)$. Details of the MEM are provided in Appendix C.

The results for the MEM-reconstructed $h^0$ are displayed in Figs. 4 and 5 for the hypercubic and Bethe lattice, respectively. We see that this function turns out to be quite close to a Gaussian form, at all but the highest values of density. As noted above, the function $h^0(\frac{x}{D})$ vanishes linearly with $n$ as $n \to 0$.

**TABLE VI.** Moments of $h^0(y)$ for the infinite-$U$ Hubbard model on a Bethe lattice for $d = \infty$, where $m_n[h^0(y)] = \int dy h^0(y)y^n$. All moments displayed for $n + i \leq 2$, except for those which vanish.

<table>
<thead>
<tr>
<th>$m_n[h^0(y)]$</th>
<th>$m_0[h^0(y)]$</th>
<th>$m_1[h^0(y)]$</th>
<th>$m_2[h^0(y)]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-\frac{1}{m^2} (n-4) n$</td>
<td>$-\frac{1}{3} (n-2) n$</td>
<td>$\frac{1}{6} (16 - 13 n) n$</td>
<td>$\frac{1}{3} (24 - 15 n) n$</td>
</tr>
</tbody>
</table>

**B. Moments and reconstruction of the optical conductivity**

We now consider the reconstruction of the optical conductivity for the infinite-dimensional hypercubic based on the moments of the current-current correlation function. The high-$T$ expansion of the $\tilde{\sigma} = 0$ conductivity takes the form [Eq. (49)]:

$$\sigma(\omega) = \pi \sigma_0 \frac{D^3}{\Delta^3} f^{(1)}(\omega/\Delta) + \frac{D^3}{\Delta^3} f^{(2)}(\omega/\Delta) + \cdots, \quad (79)$$

where $f^{(i)}(\frac{\omega}{\Delta}) \equiv \lim_{\epsilon \to 0} f^{(i)}(\frac{\omega - \epsilon}{\Delta})$. Note that while in Eq. (49) the conductivity is calculated along a single direction, in Eq. (79) it is summed over all spatial directions. Due to the relation $dt^{2} = \frac{d^2}{x^2}$, there is a factor of $\frac{1}{x}$ which has been absorbed into the functions $f^{(i)}(\frac{\omega}{\Delta})$ in Eq. (79) relative to those in Eq. (49). On the hypercubic lattice, we have calculated the moments $m_n[f^{(i)}(y)] = \int dy f^{(i)}(y)y^n$ for all $n + i \leq 8$:

$$\int dy f^{(1)}(y) = -(n-1) \frac{n}{2}, \quad (80)$$

$$\int dy f^{(2)}(y) = -\frac{1}{96} (n-1)n(13n-16), \quad (81)$$

$$\int dy f^{(3)}(y) = \frac{1}{8} (n-4)(n-1)n^2. \quad (82)$$

The higher-order terms are too lengthy to be written here [60] but shall be used in the calculation of the optical conductivity below. These expressions can be obtained from those in

![FIG. 4. The function $h^0(\frac{x}{D})$ associated with the self-energy spectral density: $\rho_\Sigma(-\mu + x) = \Delta h^0(\frac{x}{D}) + \cdots$, for the infinite-$U$ Hubbard model on a hypercubic lattice for $d = \infty$. This function is even and displayed here for $x > 0$ only. The solid curves are obtained using the MEM with the zeroth through eighth moments, while the dashed curves are the Gaussian approximation obtained using the MEM with just the zeroth and second moments. The latter agrees well with the former at all but the highest density.](image-url)
Sec. VB by taking the leading order term in $d$, setting $d \to \frac{1}{2}$, and multiplying by the factor $\frac{(\frac{1}{2}-\eta)}{4\pi}$.

We use two methods to reconstruct the functions $f^{i}(\frac{\omega}{\pi})$ from their moments. The first one is the maximum-entropy method (MEM) briefly explained above, and further detailed in Appendix C. The second one (see Appendix D for more details) is in the context of Mori’s approach to transport, in which the infinite sequence of relaxation functions is truncated at some order. The relaxation function of that order is then assumed to have a specific form determined by physical principles. In the Mori approach to transport [61–63], the relaxation function $R(\vec{k}, t)$ is given by the Fourier transform of $\sigma(k, \omega) / \pi \sigma_0$.

Its normalized Laplace transform is related to $\frac{\sigma(\vec{k}, \omega)}{\pi \sigma_0}$ by the formula

$$R(\vec{k}, \omega) = \int d\omega \frac{\sigma(\vec{k}, \omega)}{\pi \sigma_0} \frac{1}{m_0(\vec{k})} = \int d\omega \frac{\sigma(\vec{k}, \omega)}{\pi \sigma_0} \frac{1}{m_0(\vec{k})} s - i\omega,$$  

where $m_0(\vec{k}) = \int d\omega \frac{\sigma(\vec{k}, \omega)}{\pi \sigma_0} \omega^s$, $\sigma(\vec{k}, \omega)$ can be recovered from $R(\vec{k}, \omega)$ via the formula

$$R(\vec{k}, \omega) = \int d\omega \frac{\sigma(\vec{k}, \omega)}{\pi \sigma_0} \frac{1}{m_0(\vec{k})} s - i\omega.$$

To reconstruct $\frac{\sigma(\vec{k}, \omega)}{\pi \sigma_0}$ from its first $r + 1$ even moments, we make the following approximation for $R(\vec{k}, \omega)$ at $m_0(\vec{k})$:

$$R(\vec{k}, \omega) = \frac{1}{m_0(\vec{k})} \delta_1(\vec{k}) \frac{\delta_{r-2}(\vec{k})}{s + \delta_{r-2}(\vec{k})},$$

in which we have used standard notations for continued-fraction expansions. The $\delta_n$ are given in terms of the $m_n$ as

$$\delta_1 = m_2, \quad \delta_2 = \frac{m_4}{m_2} - m_2, \quad \delta_3 = \frac{m_6 - m_2}{m_2(\frac{m_4}{m_2} - m_2)} \cdots, \quad (86)$$

where $m_n = \frac{m_i}{m_i}$. When performing the reconstruction, we use $r = 3$. This leads to the following form for $\frac{\sigma(\vec{k}, \omega)}{\pi \sigma_0}$:

$$\frac{\sigma(\vec{k}, \omega)}{\pi \sigma_0} = \frac{m_0}{\pi} \frac{\tau \delta_1 \delta_2}{(\tau - \delta_1 \delta_2)^2 + (\omega^2 - \delta_1)^2}, \quad (87)$$

where $m_i \equiv \lim_{\omega \to 0} m_i(\vec{k}), \delta_i \equiv \lim_{\omega \to 0} \delta_i(\vec{k})$, and $\tau = \frac{1}{\sqrt{\epsilon}}$. This function reproduces the moments $m_0$ through $m_3$ exactly, while $m_n$ onwards diverge due to the $\omega^6$ power law decay. However, we are interested in the low-frequency behavior of the optical conductivity, which this functional form is expected to capture correctly. Note that Eq. (87) can be directly applied to compute $f^{(1)}(\gamma)$ in terms of its moments w.r.t $\gamma$.

The function $f^{(1)}(\frac{\omega}{\pi})$ obtained using both methods is displayed in Fig. 6 for several densities. We observe that, in this high-temperature incoherent regime at $U = \infty$, the optical conductivity for a generic density is a featureless function of frequency, with a width of order $D$. The interesting limiting case of low densities is discussed in more details below.

Using Eq. (87), we obtain the dominant linear high-$T$ behavior of the $dc$-resistivity on the hypercubic lattice as

$$\frac{\rho_d}{\rho_0} = c_1(n) \frac{T}{D} + \cdots \quad (88)$$

with

$$c_1(n) = \frac{(n-4)^2}{12\sqrt{5}(1-n)(n-8)} \sqrt{7936 - n(n(n+16)+124)-136-1752+8896} \approx \frac{1.51}{1-n}. \quad (88)$$

The slope of the $dc$ resistivity is plotted as a function of $n$ in Fig. 7. Except for the factor of $1/(1-n)$, it very weakly depends on $n$, and the slope is very well approximated by $c_1(n) \approx c_1(0)/(1-n) \approx 1.51/(1-n)$.
the optical conductivity is proportional to the kinetic energy (f-sum rule), which vanishes proportionally to $1 - n$ as the Mott insulator is reached for $U = \infty$. Note that the width of the optical conductivity remains of order $D$ in this limit, while its height at $\omega = 0$ vanishes as $1 - n$. Correspondingly, the slope of the dc resistivity diverges as $1/(1 - n)$ as described by Eq. (88).

b. Behavior in the low-density limit $n \to 0$. The low-density limit proves to be especially interesting. The zeroth moment of $f^{(1)}(\omega)$ vanishes linearly as $n \to 0$, while all moments higher than the zeroth moment vanish proportionally to $n^2$ as $n \to 0$, as exemplified by the second moment given above. Therefore, $f^{(1)}(\omega)$ can be decomposed in the following way at small $n$: \[ f^{(1)}(\omega/D) = f_p^{(1)}(\omega/Dn) + n^2 f_t^{(1)}(\omega/D), \tag{89} \]
where $f_p^{(1)}(\omega/D)$ describes the peak of $f^{(1)}(\omega)$, while $f_t^{(1)}(\omega/D)$ describes its tail. The leading order $n$ dependence has been displayed explicitly in Eq. (89), and therefore $f_p^{(1)}(y)$ and $f_t^{(1)}(y)$ are $n$-independent in this limit. Therefore the low-density limit involves two distinct scales: $D$ and $Dn$. The Mori-based expression Eq. (87) respects the decomposition in Eq. (89) and is, therefore, well suited to describe the low-density limit. Note that $\delta_1 \propto n$, while $\delta_2, \delta_3 \propto n^0$. Plugging $\omega \sim n$ into Eq. (87), it becomes $f_t^{(1)}(\omega/D) = \frac{A}{1 + B \omega}$, where $A$ and $B$ are both $n$-independent constants. Therefore, in this range of $\omega$, $f^{(1)}(\omega/D) = f_p^{(1)}(\omega/Dn) + f_t^{(1)}(\omega)$, with $f_t^{(1)}(\omega)$ an $n$-independent function.

One can observe the decomposition Eq. (89) as it applies to Eq. (87) in the right panel of Fig. 6. As $n \to 0$, the peak height saturates, while the peak width and the tail height vanish linearly and quadratically in $n$, respectively. The MEM on the other hand, does not easily capture the decomposition Eq. (89), and is therefore not suitable for addressing the $n \to 0$ limit. We can already see a fairly large discrepancy between the two methods at $n = 0.4$ in Fig. 6, and it becomes worse as $n$ is lowered. At $n = 0.1$, the MEM can no longer be made to correctly reproduce the moments of $f^{(1)}(\omega/D)$.

At very low density, $n \to 0$, the tail in Eq. (89) can be neglected, and this decomposition implies that the width of the optical conductivity vanishes proportionally to $n$ in this limit, while the $T$-linear slope of the dc resistivity saturates in this limit. This may appear rather surprising at first. This is actually due to the fact that the effective carrier number vanishes as $n/T$ (as the kinetic energy), while the scattering time diverges as $1/n$. Indeed, the spectral density $\rho_{\Sigma}$ was shown in the previous section to vanish as $n$. Hence the density drops out of the conductivity, which is the product of the effective carrier number by the scattering time.

C. Optical conductivity obtained from the self-energy

In the $d \to \infty$ limit, vertex corrections drop out \cite{45} and the conductivity can be obtained from the single particle Green’s function via the bubble graph Eq. (64). High-temperature dc transport in large dimensions was first discussed in this perspective in Refs. (16) and (15). Performing the analytical continuation of expression Eq. (64) yields \[ \frac{\sigma(\omega)}{\pi \sigma_0} = \frac{2}{\omega} \int d\epsilon \Phi(\epsilon) \int dx \rho_{\Sigma}(-\mu + x, \epsilon) \rho_{\Sigma}(-\mu + \omega + x, \epsilon)(1 - e^{-\beta \omega}) f(x - \mu) \tilde{f}(x - \mu + \omega), \tag{90} \]
where \( f(v) = \frac{1}{\sigma_{\text{HH}}}, \tilde{f}(v) = 1 - f(v), \) and \( \Phi(\epsilon) \) is the transport function, which reads, for the hypercubic lattice,

\[
\Phi(\epsilon) = \sum_{\hat{q},\alpha} \left( \frac{\delta\epsilon_{\hat{q}}}{\delta\epsilon_{\alpha}} \right)^2 \frac{\delta(\epsilon - \epsilon_{\hat{q}}) \to \epsilon = \infty}{D/2\sqrt{\pi}} e^{-\frac{x^2}{\sigma^2}}.
\]

(91)

In (90), \( \rho_G \) is the one-particle spectral function:

\[
\rho_G(\mu + x, \epsilon) = \frac{(1 - \frac{n}{2})\rho_{\Sigma}(-\mu + x)}{\left[x - (1 - \frac{n}{2})\epsilon - \Pi e\Sigma(-\mu + x)\right]^2 + \pi^2[\rho_{\Sigma}(-\mu + x)]^2}.
\]

(92)

Taking the \( T \to \infty \) limit and switching to dimensionless variables (\( x \to xD, \epsilon \to \epsilon D \)), we find that

\[
f^{(1)}(\frac{\omega}{D}) = \frac{n(1 - n)}{(1 - \frac{n}{2})^2 D} \int d\epsilon \Phi(\epsilon D) \int dx \rho_G^{(0)}(-\mu + x, \epsilon) \times \rho_G^{(0)}(-\mu + \frac{\omega}{D} + x, \epsilon),
\]

(93)

where

\[
\rho_G^{(0)}(-\mu + x, \epsilon) = \frac{(1 - \frac{n}{2})h^{(0)}(x)}{\left[x - (1 - \frac{n}{2})\epsilon - h^{(0)}(x)\right]^2 + \pi^2[h^{(0)}(x)]^2}.
\]

(94)

where \( \tilde{h}^{(0)}(x) = P \int h^{(0)}(x')d\epsilon' \), and we have made use of Eqs. (54) and (79). Hence, from these expressions, one can calculate \( f^{(1)}(\frac{\omega}{D}) \) from \( h^{(0)}(\frac{\omega}{D}) \). Plugging the \( h^{(0)}(x) \) obtained in Sec. VII A into Eq. (93), we display in Fig. 8 the resulting function \( f^{(1)}(\frac{\omega}{D}) \) for the hypercubic lattice and compare with the one obtained by the “Mori reconstruction method” in Sec. VII B [Eq. (87)].
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FIG. 8. High-temperature optical conductivity \( \sigma^{(\omega)}(\omega) = \frac{D}{\pi} f^{(1)}(\frac{\omega}{D}) + \ldots \) for the infinite-\( U \) Hubbard model on a \( d = \infty \) hypercubic lattice. The dashed curves are obtained using the Mori reconstruction Eq. (87), while the solid curves are obtained from the single-particle self-energy using the “bubble formula” (93).

The \( n \to 1 \) and low-density \( n \to 0 \) limits can also be discussed from this perspective, using Eq. (93). Since \( h^{(0)}(x) \) has nonsingular behavior as \( n \to 1, \sigma_{\text{HH}} \) vanishes linearly in \( (1 - n) \) due to the prefactor. As \( n \to 0, h^{(0)}(x) \) vanishes linearly in \( n \). Therefore \( \rho_G^{(0)}(-\mu + x, \epsilon) \) becomes asymptotically a Lorentzian of width \( n \) and height \( \frac{1}{n} \). The integral on the r.h.s. of Eq. (93) is therefore of order \( \frac{1}{n} \). This is canceled by the \( n \) in the prefactor, and therefore the dc conductivity saturates as \( n \to 0 \). These results are the same ones that we found using the Mori method in Sec. VII B. It is reassuring that these two complementary methods lead us to the same conclusions. Finally, comparing Eq. (93) with Eqs. (11) and (13), we see that the prefactor in Eq. (93) can be associated with \( E_K \), while the integral can be associated with \( \tau_T \).

For the infinite-connectivity Bethe lattice, it is customary to choose the transport function in the form [11]:

\[
\Phi(\epsilon) = D\left[1 - \left(\frac{\epsilon}{D}\right)^2\right]^\frac{1}{2},
\]

(95)

which is such that the \( \phi \)-sum rule keeps its standard form in which the integral of the optical conductivity is proportional to
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FIG. 9. The slope of the dc resistivity for the infinite-\( U \) Hubbard model on a hypercubic lattice for \( d = \infty \) in units of \( \frac{n}{\bar{\tau}}, \bar{\tau} \) plotted as a function of \( n \). The blue and red curves are plotted using Eq. (93), the former with \( h^{(0)}(\frac{\omega}{D}) \) reconstructed using the MEM, the latter by assuming \( h^{(0)}(\frac{\omega}{D}) \) to be Gaussian, which is an excellent approximation. The green curve is plotted using the “Mori reconstruction method” [Eq. (88)]. We find reasonable agreement between these two complementary methods.
We use the Gaussian approximation for the conductivity to a broader range of temperatures.

D. Direct current resistivity: corrections beyond the dominant $T$-linear behavior

To obtain the dc conductivity, we take the $\omega \to 0$ limit of Eq. (90):

$$\frac{\sigma_{dc}}{\pi \sigma_0} = \frac{2}{T} \int d\epsilon \Phi(\epsilon) \int dx \rho_G(-\mu + x, \epsilon)^2 \times f(x - \mu) \bar{f}(x - \mu).$$

(96)

We use in this expression the Gaussian approximation of $\rho(\mu + D x)$, which was shown above to be quite accurate:

$$\frac{1}{D} \rho_{\Sigma}(-\mu + D x) = \frac{m_0}{\sqrt{2\pi (\tilde{m}_2 - \tilde{m}_1)}} \exp \left[ -\frac{(x - \tilde{m}_1)^2}{2(\tilde{m}_2 - \tilde{m}_1)} \right].$$

(97)

where $m_n$ is $\int dx x^n \rho_{\Sigma}(-\mu + D x)$ and $\tilde{m}_n = m_{n0}$. The $m_n$ can be expanded in powers of $(\beta D)$, i.e., $m_n = \sum_{n=0}^{\infty} (\beta D)^n m_n$. From Eq. (76), $m_n(x) = \int dx h^{(n)}(x) \epsilon^n$. Plugging in the series for the chemical potential and the self-energy into Eqs. (96) and (97), and using $\Phi(\epsilon)$ appropriate for the hypercubic lattice, we calculate the series for $\rho_{dc}$ through fourth order in $D/T$:

$$\frac{\rho_{dc}}{\rho_0} = \frac{T}{D} \left[ c_1 + c_3 \left( \frac{D}{T} \right)^2 + c_5 \left( \frac{D}{T} \right)^4 + \cdots \right].$$

(98)

Keeping only the coefficient $c_1$ leads to the red curve in Fig. 9.

In Table VII, we give the values of $c_1$, $c_3$, and $c_5$ for various densities.

To obtain analogous results for the Bethe lattice, we use the appropriate form of $\Phi(\epsilon)$ in Eq. (96). This leads to the series

$$\frac{\rho_{dc}}{\rho_0} = \frac{T}{D} \left[ c_{1,B} + c_{3,B} \left( \frac{D}{T} \right)^2 + c_{5,B} \left( \frac{D}{T} \right)^4 + \cdots \right].$$

(99)

where the subscript B indicates the Bethe lattice. Retaining only the $c_{1,B}$ coefficient leads to the red curve in Fig. 11. In Table VIII, we give the values of $c_{1,B}$, $c_{3,B}$, and $c_{5,B}$ for various densities. We will use these coefficients in Sec. VIII C to plot the dc resistivity for $\frac{T}{D} < 1$. We note that the discrepancy in the coefficients for the hypercubic and Bethe lattices is largely due to $\Phi(0)$, which sets the overall scale of the transport function.

TABLE VII. Values of $c_1$, $c_3$, and $c_5$ for the infinite-$U$ Hubbard model on a hypercubic lattice for $d = \infty$, for various values of the density, where $\rho_{dc}$ is given in Eq. (98).

<table>
<thead>
<tr>
<th>$n$</th>
<th>$c_1$</th>
<th>$c_3$</th>
<th>$c_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.56337</td>
<td>-0.228875</td>
<td>0.0849724</td>
</tr>
<tr>
<td>0.2</td>
<td>1.74593</td>
<td>-0.108281</td>
<td>0.0880068</td>
</tr>
<tr>
<td>0.3</td>
<td>1.98192</td>
<td>-0.00922823</td>
<td>0.0652345</td>
</tr>
<tr>
<td>0.4</td>
<td>2.29802</td>
<td>0.1241</td>
<td>0.0287058</td>
</tr>
<tr>
<td>0.6</td>
<td>3.4083</td>
<td>0.345571</td>
<td>-0.0321044</td>
</tr>
<tr>
<td>0.8</td>
<td>6.70832</td>
<td>0.536409</td>
<td>-0.000556513</td>
</tr>
<tr>
<td>0.9</td>
<td>13.1668</td>
<td>0.59144</td>
<td>0.0458907</td>
</tr>
</tbody>
</table>
TABLE VIII. Values of $c_{1,B}$, $c_{3,B}$, and $c_{5,B}$ for the infinite-$U$ Hubbard model on the Bethe lattice for $d = \infty$, for various values of the density, where $\frac{\Delta_{\rho}}{\gamma_n} = \frac{T}{\beta} [c_{1,B} + c_{3,B} (\frac{\rho}{\bar{\rho}})^3 + c_{5,B} (\frac{\rho}{\bar{\rho}})^5 + \cdots]$.  

<table>
<thead>
<tr>
<th>$n$</th>
<th>$c_{1,B}$</th>
<th>$c_{3,B}$</th>
<th>$c_{5,B}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.531979</td>
<td>-0.00873688</td>
<td>0.00193936</td>
</tr>
<tr>
<td>0.2</td>
<td>0.588682</td>
<td>0.00101664</td>
<td>0.00218447</td>
</tr>
<tr>
<td>0.3</td>
<td>0.662356</td>
<td>0.0107786</td>
<td>0.00172337</td>
</tr>
<tr>
<td>0.4</td>
<td>0.761394</td>
<td>0.0207135</td>
<td>0.000838343</td>
</tr>
<tr>
<td>0.6</td>
<td>1.11009</td>
<td>0.0419418</td>
<td>-0.0063615</td>
</tr>
<tr>
<td>0.8</td>
<td>2.14253</td>
<td>0.0680721</td>
<td>0.000236031</td>
</tr>
<tr>
<td>0.9</td>
<td>4.14565</td>
<td>0.0946119</td>
<td>0.000263639</td>
</tr>
</tbody>
</table>

VIII. COMPARING THE HIGH-T EXPANSION AND DMFT NUMERICAL SOLUTIONS

A. Comparison of moments for the single-particle Green’s function

We compare the high-temperature series with the DMFT for the infinite-connectivity Bethe lattice. In this section, we compare the moments of the spectral function in the parameter regime $D < T \ll U$. In this very high-temperature regime, the most reliable numerical solver for DMFT equations is the interaction-expansion continuous-time Monte Carlo algorithm (CT-INT QMC)[48].

Using Eqs. (62) and (63), we find that

$$G_{L}^{(0)}(i\omega_n) = \frac{1 - \frac{n}{T}}{i\omega_n + \mu},$$

$$G_{L}^{(0)}(i\omega_n) = \frac{n}{i\omega_n + \mu - U},$$

$$G_{L}^{(2)}(i\omega_n) = \frac{2cD^2 \beta}{U(i\omega_n + \mu)} + \frac{cD^2 \beta}{(i\omega_n + \mu)^2} - \frac{(n - 2)D^2}{8(i\omega_n + \mu)^3},$$

where the subscripts $L$ and $U$ refer to the lower and upper Hubbard bands, $dt = \frac{D}{\beta^2}$, and $c = \frac{1 - e^{-\mu}}{\mu} \to 0$.

Expanding $\mu$ in powers of $D$, i.e., $\mu = T(\bar{\mu}(0) + (\beta D)^2 \bar{\mu}(2) + \cdots)$, and setting $e^{-\mu} \to 0$, we find that $\bar{\mu}(0) = \ln \frac{n}{2n - n_1}$ and $\bar{\mu}(2) = \frac{2n - 1}{8} - \frac{2nT}{\beta^2}$. Plugging this into Eq. (100) and going into the time-domain yields

$$G_{L}^{(0)}(\tau) = e^{(\bar{\mu}(0))}(n - 1),$$

$$G_{L}^{(0)}(\tau) = e^{(\bar{\mu}(0))}e^{-\mu U\tau\bar{\beta}}\left(\frac{n}{2}\right),$$

$$G_{L}^{(2)}(\tau) = e^{(\bar{\mu}(0))}e^{-\mu U\tau\bar{\beta}}\left[-\beta D^2(n - 1)\tau(2a + U\bar{\beta})\right.$$  
$$\left. + \frac{D^2(n - 1)n\bar{\beta}}{4U} + \frac{1}{8} \beta^2 D^2(n - 1)\tau^2\right],$$

where $\tau \equiv \tau\bar{\beta}$. Our objective is to compare $G_{L}^{(0)}(\tau)$ obtained from DMFT data with the analytical expression Eq. (101).

In the range of times $1 - \tau \ll 1$, $G_{L}^{(0)}(\tau)$ is of the same magnitude as $G_{L}^{(2)}(\tau)$ due to the exponential factor $e^{-\mu U\tau}$.

![FIG. 12. $G_{L}(\tau) = G_{L}(\tau)e^{-\mu U\tau}$ plotted versus $1 - \tau$, where $G_{L}(\tau)$ is obtained from DMFT calculations (using CT-INT quantum Monte Carlo) for the Hubbard model on a Bethe lattice with $n = 0.8$, $U = 20$, and $\frac{T}{\beta} = 1.6$. The DMFT data, represented by the blue dots, is fit to the functional form $[y_0 + (\beta D)^2[y_22(1 - \tau)^2 + y_21(1 - \tau)]]$, with fit parameters $y_0 = -0.199997$, $y_21 = 0.02242$, and $y_22 = -0.025526$. Therefore

$$G_{L}(\tau) = e^{(\bar{\mu}(0))}[\alpha_0 + (\beta D)^2(\alpha_{22}\tau^2 + \alpha_{21}\tau + \alpha_{20}) + \cdots].$$

(103)

where the $\alpha$ coefficients are functions of the density and the ratio $\frac{T}{\beta}$. They are given by the expressions

$$\alpha_0 = n - 1,$$

$$\alpha_{20} = (n - 1)nT \frac{2}{4U},$$

$$\alpha_{21} = - \frac{1}{8}(n - 1)\left(1 + 2nT \frac{U}{4}\right),$$

$$\alpha_{22} = \frac{1}{8}(n - 1)(1 + 2nT \frac{U}{4}).$$

Equation (103) can also be rewritten in powers of $(1 - \tau)$ as

$$G_{L}(\tau)e^{-\mu U\tau} = [y_0 + (\beta D)^2[y_22(1 - \tau)^2 + y_21(1 - \tau) + y_20] + \cdots].$$

(105)

where $y_0 = y_0$, $\alpha_{22} = y_{22}$, $\alpha_{21} = -2y_{22} - y_{21}$, and $\alpha_{20} = y_{22} + y_{21} + y_{20}$. Finally, using the DMFT data, we fit the quantity $G_{L}(\tau)e^{-\mu U\tau}$ to the RHS of Eq. (105) for $1 - \tau \ll 1$. This yields the $\gamma$ and hence $\alpha$ coefficients. In Fig. 12, we show the result of the fit for the case of $n = 0.8$, $U = 20$, and $\frac{T}{\beta} = 1.6$. It yields the values $\alpha_{22} = -0.025526$, $\alpha_{21} = 0.0286311$, and $\alpha_{20} = -0.00309885$. Since the fit in Fig. 12 does not distinguish between $y_0$ and $y_{20}$, we have assumed $y_0 = y_0 = n - 1 = -0.2$. The analytical expressions in Eq. (104) yield the values $\alpha_{22} = -0.025$, $\alpha_{21} = 0.0282$, and $\alpha_{20} = -0.0032$. Therefore we find excellent agreement between DMFT and the analytical calculations.

235115-18
results, while at very high temperature, we use the CT-INT deviations from the high- 
due to overbroadening in the NRG. At lower temperatures, remains a good approximation down to 

B. Comparison of self-energy

We next compare the self-energies obtained using the high-\( T \) expansion and numerical solutions of the DMFT equations. In the intermediate temperature regime, we use the NRG method\,[64,65], which provides direct real-frequency results, while at very high temperature, we use the CT-INT QMC algorithm which requires analytical continuation.

In Fig. 13, we plot \( \frac{1}{\pi} \text{Im} \Sigma(\omega) \) vs \( \frac{\omega+\mu}{D} \) for \( n = 0.9 \). The different colored curves are NRG results at different temperatures, while the black dashed line is \( \frac{1}{\pi} \text{Im} h^{(0)}(x) \), which is the asymptotic high-\( T \) result. The inset shows the corresponding local density of states at each temperature. At \( \frac{T}{D} = 0.4 \), the high-\( T \) result for \( \Sigma \) is almost in perfect agreement with the actual self-energy and remains a good approximation down to \( \frac{T}{D} \approx 0.2 \).

At the two lowest temperatures displayed, the self-energy acquires a quasipole followed by a sharp minimum. The latter corresponds to the quasiparticle peak in the density of states, while the former corresponds to the dip between the quasiparticle peak and the lower Hubbard band\,[66].

\[ \mu(T) = \int \frac{d\omega}{\pi} \left( \text{Im} \Sigma(\omega) \right) \]

In Fig. 14, we compare the chemical potential \( \mu(T) \) plotted for \( n = 0.8 \) and 0.9 for the infinite-\( U \) Hubbard model on the Bethe lattice. For each density, the NRG result is compared to the high-\( T \) series, \( \mu(T)/D = \tilde{\mu}^{(0)} + \tilde{\mu}^{(2)} + \tilde{\mu}^{(4)}(T) \) (dashed curved lines), and the asymptotic high-\( T \) result \( \mu = T \ln\left[ \frac{n}{T+n} \right] \) (thin dashed straight lines). The series extends to a lower temperature for \( n = 0.9 \) since the effective Fermi temperature shrinks like \( (1 - n) \) with increasing density.

DMFT equations for several interaction strengths in Fig. 15. The latter is obtained from the analytic continuation of the interaction-expansion QMC data. The right panel shows the self-energies on a bigger scale, while the left panel displays a close-up on the lower Hubbard band. In the right panel, the LHB can be barely seen as a pronounced peak, which separates the lower and upper Hubbard bands, dominates the signal. Therefore the agreement in the exact shape of the lower Hubbard band with the high-\( T \) result is only approximate. Nonetheless, the agreement in the integrated weight of the LHB is exact [panel (c)].
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FIG. 16. Resistivity vs temperature for the infinite-\(U\) Hubbard model on the infinite-connectivity Bethe lattice for \(n = 0.9\). The blue dots are the NRG result. The red line is the leading order high-\(T\) result, while the black line contains the first two subleading corrections as in Eq. (99). The high-temperature series is in very good agreement with the NRG solution for \(T_D \gtrsim 0.2\), throughout most of the “bad-metal” regime.

C. Comparison of dc-resistivity and physical mechanisms of transport

In Fig. 2, we displayed the dc resistivity versus temperature curve for various densities using both the NRG and the high-temperature series [Eq. (99)]. In Fig. 16, we display it again separately for the density \(n = 0.9\).

The \(T\) dependence of the resistivity displays several distinct regimes. At very high temperature, the resistivity approaches the asymptotic high-\(T\) linear behavior with the slope \(c_1(n)\) discussed above. As \(T\) is reduced, nonlinear corrections become visible, with the resistivity deviating upwards from the asymptotic linear behavior, with correspondingly an apparent \(T = 0\) positive intercept. We observe that the high-temperature expansion at the order considered is in excellent agreement with the NRG data down to \(T \simeq 0.2 \xi\) for \(n = 0.9\). This is almost comparable with the scale at which the resistivity reaches the Mott-Ioffe-Regel scale \(\sim \rho_0\), which happens at \(T \simeq 0.1 \xi \sim (1 - n) \xi\), the Brinkman-Rice scale [11]. At very low-temperature \(T \lesssim T_{FL} \simeq 0.05 (1 - n) \xi\), the resistivity obtained from NRG obeys Fermi liquid behavior \(\rho \propto T^2\). Revealing this behavior would require displaying the data on a much lower scale—this is discussed in details in, e.g., Ref. [11] and we do not repeat this analysis in the present paper whose main emphasis is on the high-temperature regime. As \(T\) is increased above \(T_{FL}\), a more complex crossover with a “knee-like” feature connects to the bad-metal regime. This intermediate regime, in which the resistivity is smaller than the MIR value, extends over a decade or so in temperature, and is associated with the presence of “resilient” quasiparticle excitations as discussed in Ref. [11]. These excitations are beyond the reach of the high-\(T\) expansion. It is nonetheless remarkable that the high-\(T\) expansion performed in the present work provides a good estimate of the resistivity essentially throughout the “bad-metal” regime where \(\rho \gtrsim \rho_0\).

As emphasized in the outline Sec. II at the beginning of this article, the high-temperature behavior of the resistivity can be analyzed either as the product of compressibility and diffusion constant \(\sigma = e^2 \kappa D\), or as the product of a scattering time by an effective carrier number proportional to the kinetic energy \(\sigma_0 = e^2 |E_K| \tau_{tr}/\hbar\). In the high-\(T\) limit, the diffusion constant and scattering time saturate. The nonsaturating \(T\)-linear behavior of the resistivity is entirely due to the fact that the carrier number (and the compressibility) decreases as \(n(1 - n)/T\) as \(T\) increases.

In order to test the validity of this analysis and its range of applicability, we display on the same plot in Fig. 17, as a function of temperature, the dc resistivity, the kinetic energy and compressibility, as well as the resulting diffusion constant and transport scattering time obtained as \(D = \sigma/\kappa\) and \(\tau_{tr} = (\sigma/\sigma_0)/|E_K|\). This plot indeed reveals that the high-temperature (bad-metal) regime is characterized by a saturating transport time (and diffusion constant) and an effective carrier number (and compressibility) decreasing as \(n(1 - n)/T\). It also provides a physical interpretation of the “knee” feature of the resistivity (at \(T/D \simeq 0.08\) for the density \(n = 0.7\) displayed in this plot). This feature was noted in previous work [11], but not understood in simple terms. Here we see that the “knee” is associated with the temperature below which the temperature-dependence of the scattering time and the diffusion constant become significant: both diverge at low \(T\) as they should for inelastic scattering. Hence, it separates a high-\(T\) regime in which the temperature dependence of the resistivity is dominated by that of the effective carrier number or compressibility, from a low-\(T\) regime where it is dominated by that of the scattering time or diffusion constant. See also Refs. [19,20,42] for a discussion of the diffusion constant.
IX. THERMOELECTRIC TRANSPORT COEFFICIENTS AND THERMAL CONDUCTIVITY IN THE HIGH-T LIMIT

In this section, we describe the asymptotic high-temperature behavior of thermoelectric transport coefficients in the infinite-U Hubbard model. In addition to the conductivity, denoted by $\sigma$, already discussed above, we will also focus on the Seebeck coefficient, and the thermal conductivity, denoted by $\alpha$ and $\kappa$, respectively. We first define the particle, energy, and heat currents as [67]

$$J_i^a = i \sum_{m o} (\bar{R}_i - \bar{R}_m) \sigma \omega X_i^o X_m^{0o}.$$  

$$J_a = \frac{i}{2} \sum_{ij, m, \alpha} \left( \bar{R}_i - \bar{R}_m \right) \sigma \omega \left( \delta_{\alpha \alpha'} - \sigma \sigma' X_i^{o\alpha} X_m^{0\alpha'} \right).$$  

$$J_a^N = J_a^E - \mu J_a^N.$$  

In terms of these, we define the generalized conductivities $\sigma_{A,B}(\omega)$ as

$$\frac{\sigma_{A,B}(\omega)}{\pi} = \chi^\prime_{A,B}(\omega),$$

where $A, B$ can be $N, E$, or $Q$. Here, the $\chi^\prime_{A,B}(\omega)$ are related to correlation functions of the corresponding currents, $\chi_{A,B}(\tau) = -\langle T_\tau J_a^a(\tau) J_B^B \rangle$, through Eq. (18). The Onsager coefficients $L_{ij}$ are defined in terms of these as

$$L_{11} = \sigma_{N,N}(0), \quad L_{12} = \frac{1}{T} \sigma_{N,Q}(0),$$

$$L_{21} = \frac{1}{T} \sigma_{Q,N}(0), \quad L_{22} = \frac{1}{T^2} \sigma_{Q,Q}(0).$$  

By Onsager’s reciprocity, $L_{12} = L_{21}$. The conductivity $\sigma$, the Seebeck coefficient $\alpha$, and the thermal conductivity $\kappa_{th}$ are defined in terms of the Onsager coefficients as

$$\sigma = e^2 L_{11}, \quad \alpha = -\frac{L_{12}}{e L_{11}}, \quad \kappa_{th} = T \left( \frac{L_{22} - L_{12} L_{21}}{L_{11}} \right).$$

Plugging Eq. (108) into Eq. (109) and simplifying, we find that

$$\sigma = e^2 \sigma_{N,N}(0),$$

$$\alpha = -\frac{1}{e T} \sigma_{E,N}(0) + \frac{\mu}{e T},$$

$$\kappa_{th} = \frac{1}{T} \sigma_{E,E}(0) - \frac{\sigma_{N,N}^2(0)}{\sigma_{E,N}(0)}.$$  

We now take the $T \to \infty$ limit. To leading order, $\mu = T \bar{\mu}$ and $\sigma_{A,B}(\omega) = \sigma_{A,B}(\omega) \omega$, where $\bar{\mu}$ and $\sigma_{A,B}(\omega)$ are independent of the temperature. Furthermore, $\sigma_{N,N}(0)$ and $\sigma_{E,E}(0)$ are even in $\omega$, while $\sigma_{E,N}(0)$ is odd in $\omega$. This is true since the $m^{th}$ moment of $\sigma_{A,B}(\omega)$ is derived solely from the $m^{th}$ order term of the expansion of $\chi_{A,B}(\tau)$ around the atomic limit. The expansion of $\chi_{N,N}(\tau)$ and $\chi_{E,E}(\tau)$ contain only even orders, while the expansion of $\chi_{E,N}(\tau)$ contains only odd orders. Therefore $\sigma_{E,N}(0) = 0$, and in the $T \to \infty$ limit, Eq. (110) simplifies to

$$\sigma = \frac{e^2}{T} \sigma_{N,N}(0), \quad \alpha = \frac{\bar{\mu}}{e},$$

$$\kappa_{th} = \frac{1}{T^2} \sigma_{E,E}(0).$$  

The expression for $\alpha$ is the Heikes formula, often used in the discussion of the high-temperature behavior of Seebeck coefficient [68]. It is interesting to look also at the Lorenz number $\mathcal{L} \equiv \frac{\alpha}{T \sigma}$. According to the Wiedemann-Franz law that holds for good (impurity scattering dominated) metals, the Lorenz number is temperature independent quantity $\mathcal{L} = \frac{E_0}{\pi^2/3}$. From the equations above, we see that the Lorenz number is of $O(1/T^2)$; the Wiedemann-Franz law is violated at high-temperatures.

X. HOW MUCH OF THE $T \to \infty$ LIMIT IS CAPTURED BY THE $d \to \infty$ LIMIT?

Finally, in this section, we comment on some formal issues regarding the connection between the $T \to \infty$ limit and the $d \to \infty$ limit, focusing on the behavior of the self-energy. In particular, we show how much of the former is captured by the latter. Using Eq. (36), the spectral density associated with the self-energy for a given pair of sites $(ij)$ is given by, in the $T \to \infty$ limit:

$$\rho_{\Sigma}(\omega) \equiv \rho_{\Sigma}(\omega) = \frac{1}{\pi} \int \frac{d\omega'}{\omega'} \chi_{\Sigma}(\omega \omega') \rho_{\Sigma}(\omega').$$

Therefore, using Eq. (34),

$$\tilde{\Sigma}_{ij}(\omega) = i \Sigma_{\Sigma,ij}^{(0)} + \sum_{m=0}^{\infty} \frac{\omega_m}{\omega} \int dy h_{ij}^{(0)}(y) y^m,$$

where $\tilde{\Sigma}_{ij}(\omega)$ is the part of $\Sigma_{ij}(\omega)$ which comes form $h_{ij}^{(0)}(y)$ and $\Sigma_{\Sigma,ij}^{(0)}$. We will show that the $d \to \infty$ limit captures only the high-frequency behavior of $\tilde{\Sigma}_{ij}(\omega)$. Equivalently, it captures only the zeroth moment of $\rho_{\Sigma,ij}(\omega)$, but not the higher order moments.

In Ref. [52], the author formulates a diagrammatic series to compute $\Sigma_{ij}(\omega)$ in powers of $t$. The diagrams through $O(t^4)$ are given in Fig. 4 of Ref. [52]. Only those which can not be split into two by cutting a single line contribute to $\Sigma_{ij}(\omega)$ (not including the atomic limit, which has zero lines). An immediate consequence is that $\Sigma_{ij}(\omega)$ is $O(t^8)$, and therefore $S_{\Sigma,ij}^{(0)} = 0$.

To power count the $d$ dependence of a diagram, we use the rule that a path running from a fixed site $i$ to a fixed site $j$ contributes $O(\frac{1}{\sqrt{d}})^{\nu}$, where $\nu$ is the number of lines. Then polygons have no $d$ dependence. In the $d \to \infty$ limit, all $\Sigma_{ij}(\omega)$ diagrams that vanish faster than $O(\frac{1}{\sqrt{d}})^{\nu}$ must be discarded. An inspection of the diagrams shows that for all orders higher than second, and for all separations between $i$ and $j$, some of the self-energy diagrams must be discarded in the $d \to \infty$ limit. On the other hand, they contribute to $h_{ij}^{(0)}(y)$ through Eq. (113) and hence survive the $T \to \infty$ limit. Therefore the $d \to \infty$; $T \to \infty$ limit captures only the zeroth moment of $h_{ij}^{(0)}(y)$, but not the higher order moments.
We now consider the thermodynamic potential $\Omega$, whose diagrams are displayed in Fig. 1 of Ref. [52]. Once again, for all orders higher than second, some of the diagrams must be discarded in the $d \rightarrow \infty$ limit. However, since $\Omega$ is a static quantity, only the zeroth-order contribution (the atomic limit) must be kept in the $T \rightarrow \infty$ limit. Therefore the $d \rightarrow \infty$; $T \rightarrow \infty$ limit completely captures $\Omega$ in the $T \rightarrow \infty$ limit.

Finally, we address to what extent $h_{ij}(y)$ is local in the $T \rightarrow \infty$ limit. By inspection, only diagrams of $O(r^{2b_i+2b_j+2})$, where $i$ is a non-negative integer, contribute to $\Sigma_{ij}(i\omega_n)$. Therefore, using Eq. (113), $h_{ij}(y)$ has nonvanishing moments of order $3 r_{ij} + 2\delta_{ij} - 2 + 2I$. Therefore the $T \rightarrow \infty$ limit kills off the first $3 r_{ij} + 2\delta_{ij} - 2$ moments of $\rho_{\Sigma}(x = \mu + x)$, but does not completely eliminate nonlocal contributions to the self-energy.

The general conclusion is that the $d = \infty$ limit (DMFT) captures the dominant term in correlation functions when both a high-temperature and a high-frequency expansions are performed, while it captures the dominant orders in $1/T$ in thermodynamic quantities. This clarifies which limits have to be taken so that a local approximation becomes accurate.

\section*{XI. CONCLUSION AND PERSPECTIVES}

We have analyzed the transport properties of the paradigmatic model for strong correlations between electrons residing on a lattice, the Hubbard model. We used analytical series expansion in $1/T$ to high order, and have applied standard as well as novel techniques developed here (e.g., Appendix D) to reconstruct frequency-dependent response functions from their moments. The results have been compared to the numerical calculation within the framework of the DMFT (using NRG and interaction expansion CT-QMC impurity solvers). We have found an excellent overlap of the results over a surprisingly wide range of temperatures, not only in the asymptotic high-$T$ limit but also well into the $T < D$ range, covering all the bad-metal regime. In fact, this significantly exceeds a priori expectations on two counts: (1) the high-temperature expansion is reliable down to surprisingly low (experimentally relevant) temperatures and (2) the NRG works to surprisingly high temperatures as an impurity solver in the DMFT, in particular when integrated quantities such as resistivity are computed. This agreement in the infinite-$d$ limit suggests that in the generic finite-$d$ situation the series expansion technique is likewise reliable in such a wide temperature range. The series expansion approach allows us to formulate some very general statements about the transport properties of strongly-correlated electron systems that we summarize below. Some of these have been suggested before, but our work provides their definitive proofs in the high-$T$ limit.

The strongly correlated Hubbard model displays bad metal behavior at high temperature with no resistivity saturation: the resistivity smoothly crosses the Mott-Ioffe-Regel limit where the mean-free path of quasiparticles is reduced to the lattice spacing. The (resilient) quasiparticles disappear at the Brinkman-Rice scale of order $(1 - n)D$, above which the transport is fully incoherent. The $T$-linear dependence of the resistivity in this high-$T$ regime can be understood by factorizing the conductivity $\sigma$ either into the diffusion constant and charge compressibility, or into the transport scattering time and the kinetic energy (which can be interpreted as the effective carrier number). The diffusion constant $D$ and the transport scattering time $\tau_T$, saturate at high temperatures as the consequence of the presence of the lattice. The charge carriers at high temperatures are essentially bare electrons obeying the constraint of no double occupancy on lattice sites. The temperature dependence is then entirely due to the static quantities, compressibility or kinetic energy, which have asymptotically the same behavior as functions of electron density and temperature, $\propto n(1 - n)/T$. From this perspective, it is seen that the violation of the MIR limit is no surprise, since the Drude-Boltzmann picture only applies to quasiparticle transport. For fully incoherent transport on a lattice, the only relevant element is the exclusion on lattice sites and the only parameter at play is the electron density $n$. Indeed, we find that $D \propto 1/n$ at low density.

Another general finding concerns the frequency dependence of response functions in the high temperature regime. It is a priori unclear what is expected. On one hand, the atomic picture could be relevant, suggesting sharp (essentially $\delta$-like) spectral features. On the other hand, the strong incoherence might suggest rather flat (essentially constant) spectral functions. Instead, we find an intermediate situation with smooth functions that saturate in the high-$T$ limit to (a sum of) peaks whose positions are determined by atomic physics, while their widths are of the order hopping parameter $t$. This again suggests the crucial role of the presence of the lattice which sets this scale.

It is interesting to contrast these results to what one expect from theories formulated in the continuum. There are two key differences: (a) the optical sum-rule in absence of the lattice is simply a temperature independent quantity, $\rho_{xx}^c$, and (b), the lower bound on the diffusion constant that is in the fully incoherent regime on a lattice set by $D_{\text{min}} \sim a^2/\ell T$, clearly cannot apply.

Finally, we briefly comment on the experimental relevance of this work. Bad-metal behavior without resistivity saturation is indeed observed in many transition-metal oxides. Most of these materials are however multiorbital systems, which require an extension of our calculations beyond the single-band Hubbard model for a reliable comparison to be possible. Cuprates provide an example of materials better described by a single-band Hubbard model, and indeed some of the qualitative features observed in the high-temperature bad metallic transport of these materials in the underdoped regime are in qualitative agreement with our findings. For instance, the high-temperature resistivity in some cuprates is indeed found to be proportional to $T/(1 - n)$ [69,70], with a slope becoming larger at low doping levels, in agreement with Eq. (8). Note, however, that in our results, this behavior results from a saturated scattering rate or diffusion constant, the temperature dependence coming from the effective number of carriers or compressibility. Our calculations establish that this is indeed the mechanism applying at very high temperature $T > 0.2D$ but it is far from obvious that it still applies in the lower temperature range $T \lesssim 1000$ K relevant to measurements on underdoped cuprates.
Furthermore, the high to intermediate temperature range (of order the hopping amplitude $t$) is currently the most easily accessible. Finally, the presence of the lattice can be turned on and off, providing the means for studying the transport in the high-temperature limit either in the continuum or on the lattice. It would also be interesting to investigate the transport of bosons that is at high temperatures expected to behave similarly [73] to the transport of fermions discussed in the present work.
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APPENDIX A: HIGH-FREQUENCY EXPANSIONS OF $\chi(\vec{k},i\Omega_n)$

In this Appendix, we show how the RHS of Eq. (27) can be expanded in a series in $\frac{1}{\Omega_n}$. The integral appearing in Eq. (27) is best handled by applying the change of variables $\tau \leftrightarrow (\beta - \tau)$ to the first term in the integrand. This yields the expression

$$\chi(\vec{k},i\Omega_n) = -\sum_{c=0,d=0}^{\infty} \frac{(-1)^{c+d}}{c!(c+d)!} \langle [\hat{H}_0^{c+d} \hat{O}_c \hat{H}_0^{c+d} \hat{O}_c]_0 \rangle_c \times \frac{2}{1 + \delta d_0} \int_0^{\beta} d\tau \cos(\Omega_n \tau)(\tau - \beta)^{c+d}.$$  \hspace{1cm} (A1)

Expanding the $(\tau - \beta)^{c+d}$, plugging in $\hat{H}_1 = \tilde{H}_1 E$, and using the formula

$$\int_0^{\beta} \tau^a \cos(\Omega_n \tau) d\tau = \frac{\beta^{a+1}}{a+1} + (1 - \delta a_0) \sum_{j=2}^{\alpha} \frac{a!(1)^{j+1}}{(a - j + 1)!} \times \frac{\beta^{a+1-j}}{\Omega_n^j} \quad (a \geq 0),$$  \hspace{1cm} (A2)

Eq. (A1) becomes

\begin{equation}
\chi(\vec{k},i\Omega_n) = \sum_{c=0,d=0}^{\infty} \frac{(-1)^{c+d}}{c!(c+d)!} \sum_{r=0}^{2c+d+r}(2c+d+r)! \left[ (1 - \delta r_0)(1 - \delta n_0) \right]^{-r} \times \frac{(1 + \delta d_0)(1 + \delta n_0)}{\Omega_n^{2c+d+r+1}} E^{2c+d+r+1} \langle [\hat{H}_0^{c+d} \hat{O}_c \hat{H}_0^{c+d} \hat{O}_c]_0 \rangle_c. \hspace{1cm} (A3)
\end{equation}
Finally, rearranging the sum yields

$$\chi_{O.D}(k,i\Omega_n) = \sum_{r=0}^{\infty} \left[ \frac{(1 - \delta_{r,0})(1 - \delta_{r,0})}{(i\Omega_n)^r} - \delta_{r,0}\delta_{r,0} \right]$$

$$\times \sum_{c=0,d=0}^{\infty} \mathcal{B}_{2c+1} \mathcal{B}_{2d+1} \frac{(-1)^{c+d} \beta^{c+d}}{(c+d)!} \frac{2}{1 + \delta_{d,0} \mathcal{B}_{2c+1} \mathcal{B}_{2d+1} E^{2c+d+\gamma O+1} \{H_1 \mathcal{B}_{2c+1} \mathcal{B}_{2d+1} F \mathcal{B}_{2c+1} \mathcal{B}_{2d+1} \}_{0,0}^c$$

$$\times \sum_{j=0}^{\min\{2c+2d-r\}} \frac{(-1)^j (2c + d - j)!}{j!(c-j)! (2c + d - j + 1)!}$$

(A4)

**APPENDIX B: HIGH-FREQUENCY EXPANSION OF G(k, i\omega_n)**

In this Appendix, we derive the expansion of $G(k, i\omega_n)$ in powers of $1/(\omega_n + \mu)$. Expanding the exponentials in Eq. (43), we obtain

$$G(k, \tau) = -e^{\mu \tau} \sum_{a=0,b=0}^{\infty} \frac{(-1)^b}{b!} \mu^a (\omega_n + \mu)^a \{H_1 \mathcal{B}_{2c+1} \mathcal{B}_{2d+1} F \mathcal{B}_{2c+1} \mathcal{B}_{2d+1} \}_{0,0}^c$$

(B1)

Expanding $(\tau - \beta)^a$, plugging in $H_1 = E \tilde{H}_1$, and taking the Fourier transform, we find that

$$G(k, i\omega_n) = -\sum_{a=0,b=0}^{\infty} \frac{1}{a!} \left[ E^{a+b} \{H_1 \mathcal{B}_{2c+1} \mathcal{B}_{2d+1} F \mathcal{B}_{2c+1} \mathcal{B}_{2d+1} \}_{0,0}^c \right] \sum_{j=0}^{a+b-j+1} \frac{(-1)^j}{j!(a-j)!} (\omega_n + \mu)^a \mu^b \int_0^\beta e^{i(\omega_n + \mu) \tau} \tau^{a+b-j} d\tau.$$

(B2)

Plugging in the integral

$$\int_0^\beta e^{i\omega_n \tau} e^{\mu \tau} d\tau = \sum_{r=1}^{a+b+1} \frac{(-1)^{r+1}}{i(\omega_n + \mu)^a \mu^b} \frac{1}{(a+b+1-r)!} (\omega_n + \mu)^a \mu^b \int_0^\beta e^{i(\omega_n + \mu) \tau} \tau^{a+b-j} d\tau.$$

(B3)

we find that

$$G(k, i\omega_n) = -\sum_{a=0,b=0}^{\infty} \frac{(-1)^b}{b!} \mu^a (\omega_n + \mu)^a \{H_1 \mathcal{B}_{2c+1} \mathcal{B}_{2d+1} F \mathcal{B}_{2c+1} \mathcal{B}_{2d+1} \}_{0,0}^c$$

$$\times \sum_{j=0}^{a+b-j+1} \frac{(-1)^j}{j!(a-j)!} (\omega_n + \mu)^a \mu^b \int_0^\beta e^{i(\omega_n + \mu) \tau} \tau^{a+b-j} d\tau.$$

(B4)

where we have used the definition $\tilde{\mu} = \beta \mu$. Finally, rearranging the series in powers of $1/(\omega_n + \mu)$ yields

$$G(k, i\omega_n) = \sum_{m=1}^{\infty} \frac{1}{(i\omega_n + \mu)^m} \sum_{a=0,b=0}^{\infty} \frac{1}{a!} \left[ E^{a+b} \{H_1 \mathcal{B}_{2c+1} \mathcal{B}_{2d+1} F \mathcal{B}_{2c+1} \mathcal{B}_{2d+1} \}_{0,0}^c \right] \beta^{a+b+m}$$

$$\times \sum_{j=0}^{a+b+m-1} \frac{1}{j!(a-j)!} \frac{(a+b+j)!}{(a+b+j+m+1)!} e^{\tilde{\mu}} \delta_{a+b+m-1}.$$

(B5)

**APPENDIX C: MAXIMUM ENTROPY METHOD**

Suppose that one has an even distribution $P(x)$, whose first $k + 1$ even moments are known. The MEM estimates $P(x)$ by minimizing the functional $S[P(x)]$ w.r.t. $P(x)$. We define this functional as

$$S[P(x)] = -\int dx P(x) \ln P(x) - 1.$$

(C1)

This functional must be minimized with the constraint that

$$\int dx P(x) x^{2n} = m_{2n}, \quad (n = 0 \ldots k).$$

(C2)

Minimizing w.r.t. $P(x)$ yields

$$P(x) = \exp \left( -\sum_{n=0}^{k} \lambda_{2n} x^{2n} \right).$$

(C4)
Plugging Eq. (C4) into Eq. (C3) yields

\[ I[P(x)] = \int dx \, P(x) + \sum_{n=0}^{k} \lambda_{2n} m_{2n}. \]  

(C5)

The minimization of Eq. (C5) w.r.t to the Lagrange multipliers is now performed numerically, and ensures that the \( \lambda_{2n} \) are chosen such that Eq. (C2) is satisfied.

**APPENDIX D: RECONSTRUCTION OF THE OPTICAL CONDUCTIVITY FROM ITS MOMENTS USING MORI FORMALISM**

We have developed here a new method [Eq. (D16)] to reconstruct \( f^{(1)}(\frac{\alpha}{\beta}) \). In the Mori approach to transport [61–63], the relaxation function \( R(\vec{k},t) \) is given by the Fourier transform of \( \frac{\sigma(\vec{k},\omega)}{\pi \omega} \).

\[ R(\vec{k},t) = \int d\omega e^{i\omega t} \frac{\sigma(\vec{k},\omega)}{\pi \omega}. \]  

(D1)

The Laplace transform of \( R(\vec{k},t) \) is defined as

\[ R(\vec{k},s) = \int_0^\infty dt \, e^{-st} R(\vec{k},t). \]  

(D2)

Combining Eq. (D1) and Eq. (D2), \( R(\vec{k},s) \) is related to \( \frac{\sigma(\vec{k},\omega)}{\pi \omega} \) via the transform

\[ R(\vec{k},s) = \int d\omega \frac{\sigma(\vec{k},\omega)}{\pi \omega} \frac{1}{s - i\omega}. \]  

(D3)

Defining \( m_0(\vec{k}) = \int d\omega \sigma(\vec{k},\omega) \omega^2 \), we normalize \( \frac{\sigma(\vec{k},\omega)}{\pi \omega} \) by dividing it by \( m_0(\vec{k}) = R(\vec{k},t = 0) \). Then Eq. (D3) becomes

\[ \frac{R(\vec{k},s)}{m_0(\vec{k})} = \int d\omega \frac{\sigma(\vec{k},\omega)}{\pi \omega} \frac{1}{m_0(\vec{k})} \frac{1}{s - i\omega}. \]  

(D4)

\( \frac{\sigma(\vec{k},\omega)}{\pi \omega} \) can be recovered from \( \frac{R(\vec{k},s)}{m_0(\vec{k})} \) via the formula

\[ \frac{\sigma(\vec{k},\omega)}{\pi \omega} = m_0(\vec{k}) \frac{\Re \left[ \frac{R(\vec{k},i\omega + \eta)}{m_0(\vec{k})} \right]}{\rho(\vec{k})}. \]  

(D5)

We now write Eq. (D4) as a continued fraction

\[ \frac{R(\vec{k},s)}{m_0(\vec{k})} = \frac{\delta_1(\vec{k})}{s + \frac{\delta_2(\vec{k})}{s + \frac{\delta_3(\vec{k})}{s + \cdots}}. \]  

(D6)

The \( \delta_n \) can be written in terms of the \( m_n \) as

\[ \delta_1 = \bar{m}_2; \quad \delta_2 = \frac{\bar{m}_4}{\bar{m}_2} - \bar{m}_2, \quad \delta_3 = \frac{\bar{m}_6 - \bar{m}_4}{\bar{m}_4} \frac{\bar{m}_2}{\bar{m}_4} \cdots, \]  

(D7)

where \( \bar{m}_n = \frac{m_n}{m_0} \). By going down one step in the continued fraction, it is possible to define a new function \( R_1(\vec{k},s) \),

\[ R_1(\vec{k},s) = \frac{1}{s + \frac{\delta_1(\vec{k})}{s + \frac{\delta_3(\vec{k})}{s + \cdots}}}. \]  

(D8)

so that

\[ \frac{R(\vec{k},s)}{m_0(\vec{k})} = \frac{1}{s + \delta_1(\vec{k}) R_1(\vec{k},s)}. \]  

(D9)

The residual relaxation function, \( R_1(\vec{k},t) \), is related to \( R_1(\vec{k},s) \) through Eq. (D2). One may also define a residual conductivity \( \sigma_1(\vec{k},\omega) \), related to \( R_1(\vec{k},s) \) through Eq. (D3). Note that since the leading order term in Eq. (D8) is \( \frac{1}{s} \), \( \frac{\delta_1(\vec{k})}{m_0(\vec{k})} \) is already normalized. It is possible to define an infinite sequence of \( R_1(\vec{k},s) \),

\[ R_1(\vec{k},s) = \frac{1}{s + \frac{\delta_1(\vec{k})}{s + \frac{\delta_3(\vec{k})}{s + \cdots}}}, \]  

(i \( \geq 1 \)).

(D10)

so that \( \frac{R(\vec{k},s)}{m_0(\vec{k})} \) can be written in terms of \( R_i(\vec{k},s) \) as

\[ \frac{R(\vec{k},s)}{m_0(\vec{k})} = \frac{1}{s + \frac{\delta_1(\vec{k})}{s + \frac{\delta_3(\vec{k})}{s + \cdots}}} \]  

(D11)

To reconstruct \( \frac{\sigma(\vec{k},\omega)}{\pi \omega} \) from its first \( r + 1 \) even moments (i.e., all \( m_6(\vec{k}) \) are known through \( n = 2r \)), we use the following procedure. Using Eq. (D7), calculate \( \delta_1(\vec{k}), \ldots, \delta_r(\vec{k}) \). Then, using Eq. (D11), express \( \frac{\delta_r(\vec{k})}{m_0(\vec{k})} \) in terms of \( R_{r-1}(\vec{k},s) \). Estimate \( R_{r-1}(\vec{k},s) \) using \( \delta_r(\vec{k}) \). Finally, use Eq. (D5) to obtain \( \frac{\sigma(\vec{k},\omega)}{\pi \omega} \).

Using Eq. (D10), we express \( R_{r-1}(\vec{k},s) \) as

\[ R_{r-1}(\vec{k},s) = \frac{1}{s + \frac{\delta_r(\vec{k})}{s + \frac{\delta_{r+1}(\vec{k})}{s + \cdots}}} \]  

(D12)

This expansion is valid in the large \( s \) limit, and in this limit, we keep only the first two leading-order terms:

\[ R_{r-1}(\vec{k},s) = \frac{1}{s + \tau_{r-1}(\vec{k})} \]  

[D13]

The form appropriate for the small \( s \) limit is the Drude form

\[ R_{r-1}(\vec{k},s) = \frac{1}{s + \tau_{r-1}(\vec{k})} \]  

[D14]

Using Eqs. (D5) and (D2), this corresponds to

\[ \frac{\sigma_{r-1}(\vec{k},\omega)}{\pi \omega} = \frac{1}{s + \tau_{r-1}(\vec{k})^2}, \]  

[D15]

The two are Fourier transform pairs as required by Eq. (D1). The exponential decay is the physically correct long-time dependence of correlation functions, and hence of the relaxation function. The crossover between the short-time and long-time regimes is expected to occur when \( s = \tau_{r-1}(\vec{k}) \), and we therefore estimate \( \tau_{r-1}(\vec{k}) \) by equating the RHS of Eq. (D13) with the RHS of Eq. (D14) at this value of \( s \). Hence we find that

\[ \tau_{r-1}(\vec{k}) = \sqrt{\delta_r(\vec{k})}. \]  

(D16)

Therefore our final expression for \( \frac{R(\vec{k},s)}{m_0(\vec{k})} \) is

\[ \frac{R(\vec{k},s)}{m_0(\vec{k})} = \frac{1}{s + \frac{\delta_1(\vec{k})}{s + \frac{\delta_3(\vec{k})}{s + \cdots}}}. \]  

(D17)

To obtain \( \frac{\sigma(\omega)}{\pi \omega} \), we plug this form into the RHS of Eq. (D5) and take the \( k \to 0 \) limit. Note that \( r \) can be varied at will, and that, therefore, this provides us with a systematic truncation procedure for the reconstruction problem.